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EVAPOTRANSPIRATION CLIMATONOMY
(New approach to numerical prediction of monthly evapotranspiration, runoff,

and soil moisture stoiage)

H. Lettau
University of Wisconsin at Madison

ABSTRACT:

The background and development of a theoretical method to solve
the water balance equation for land areas is discussed. A forcing
function is considered which is essentially determined by the product
of absorbed solar energy multiplied by monthly precipitation; the re-
sponse function is soil moisture in its month-to-month variations. A
very simple parameterization is provided by one nondimensional sur-
face characteristic named the "evaporivity" (which measures the
fraction of absorbed insolation utilized during the month in the vapor-
ization of concurrent precipitation) and a characteristic lag-time-
interval of the order of 2 to 3 months to express "delayed" evapo-
transpiration and runoff. The solution is obtained by a closed integra-
tion of the water balance equation (rather than employment of regression
or correlation methods) and yields a coherent set of data on monthly
evapotranspiration, runoff, levels of exchangeable soil moisture, and
storage changes. For verification, area averages for the central
plains and the eastern region of North America are calculated and
compared with several years of actual data analyzed and evaluated
by Rasmusson (1968). In spite of simplifying tentative assumptions
used in the mooel calculation, the agreement between predicted and

S observed data is Improved in comparison with results of the earlier
prediction method: discussed by Rasmusson (1968).

1. Introductory Remarks

By choosing the term "climatonomy," I want to indicate a study of man's
physical environment which is r ignificantly more numerically-theoretically
oriented than con\'ntional climoiology. Etymologically, a parallel can be
drawn to a similar distinction between two other branches of atmosphezic
science, namely "aeronomy" versus "aerology"; the more recently created
term aeronomy implies a physical-mathematical approach to problems of
the upper atmosphere in contrast to the more empirical-statistical

1
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methods of conventional aerology, Originally, the word "climatonomy"
was coined for rny presentation at the 1954 meetings of tne American Geo-
physical Union at Washington, D.C. In his "Review of Climatology 1951-
1955" H. Landsberg (1957) recognized the new term. An etymological
explanation and a redefinition was recently provided under the title
"Shortwave Radiation Climatonomy," by H. and K. Lettau (1969). It was
proposed to use the term "climatonomy" if the existing temporal and spa-
tial variations of basic climatic elements, at any planetary surface, are
Investigated and explained by a mathematical model which is general
enough to permit numerical predictions of climate modification and changes.
Characteristic of this approach are theoretical solutions in the form of
precisely defined "response functions" or "output cycles" as a physical
consequence of a mathematically defined "forcing function," or "energy
input cycles" into the environmental system. The "impedances" of the
two-layer environmental system (including lowest atmosphere and upper-
most submedium or soil strata) will be determined by the nature of forced
cycles of those physical processes (and their parameterization) which
establish the budget requirements of mass, momentum, and energy at the
earth/air Interface.

For the climate of any planet, the primary fcrcing function is Insola-
tion, given by the composite of the various cycles (annual to diurnal,
including higher harmonics) of solar radiation absorbed by the unit area
of a region at the earth's surface. The primary response function is t.ie
composite of corresponding cycles of local air and ground temperatu.'es.
The physical relationship between forcing and response cycles follows
from the transfc Tnations of absorbed solar energy which generate also the
fluxes that constitute the energy balance of the earth/air interface. These
fluxes include terrestrial (longwave) radiation, latent energy, and sensibleI heat, the latter being conducted into both air and submedium.

Longwave radiation and fluxes of sensible heat are relatively straight-
forwardly coupled with the temperature field on both sides of the earth/air
interface; the "partial impedances" contributed by cycles of these fluxes

to the total system shall be discussed elsewhere. The previously pub-
lished "Shortwave Radiation Climatonomy" dealt with a parameterization
of the forcing function. The present "Evapotranspiration Climatonomv" is
concerned with the indirect coupling between lccal forcing function arid the
flux of latent heat in connection with the moisture budret of a continental
area. Without precipitation there could be neither soil moisture nor evapo-
transpiration, nor runoff in stream channels, just as there would be no
warmth on a planet without insolation from the central sun. With this
philosophy it appears logical to develop evapotranspiration climatonomy
under due consideration of the composite of the two coexcisting forcing func-
tions, namely: (I) insolation, and (ii) precipitation; or more poetically:
"qualities of ,;unshine and of rain. " From the viewpoint of local climate,
the two proce.>:s can be considered as relatively independent of each
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other, both representing external "input," even though from a general
circulation viewpoint the two are interdependent. Such interdependency
will be incorporated into a more universal climatonomy in a later phase
of a continuing development.

With local precipitation as input, and soil moisture variations as
output, it is necessary to take into account the two major depleting pro-
cesses of runoff and evapotranspiration; logically this requires consid-
eration of t1e conservation equation for mass of water-substance in the
local column of subsoil. In the course of climatonomical lines of thought,
an apparently novel approach to the classical problem of predicting sea-
sonal trends (by monthly-mean values) of evapotranspiration, runoff and

storage was developed. The procedure is explained in the following

sections. However, it should be emphasized that the present first
communication on this subject is restricted to the discission of a sim-
plified mathematical model which applies best for relatively large land
areas or watersheds, and not for the small scale of the microclimate of
a site or a field. Correspondingly, the discussion of relatively short
periods (diurnal variations and their harmonics or even day-to-day
variations, or the characteristic features of a hydrograph describing
case studies of a single precipitation event) is postponed. The present
discussion will be restricted to monthly averages representing essen-
tially the annual course of hydro-meteorological processes. The rigor-
ous derivation of a functional relationship between response and forc-
ing function will be taken as establishing the justification for the
somewhat arbitrary title: "Evapotranspiration Climatonomy."

2. List of Symbols, and Basic Equations

For conciseness, the notations to be used for establishing the nu-
merical model of evapotranspiration climatonomy will be grouped
genetically as follows:-

2.1 Physical (universal) constants and parameters
-10 -1 -4.

a- = Stefan-Boltzmann constant (0. 822 10 ly min deg

ly = unit of one langley = 1 cal/cmz

= latent heat involved in phase changes of H2 0 (for vaporiza-
tion of = 597 cal/gram at 273K, linearly decreasing with
temperature to 580 cal/gram at 303K", for sublimation,
X = 677 cal/gram)
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2. 2 Dependent variables of primary importance for climatonomy

T = Kelvin temperatures at and near the ground surface

m = exchangeable moisture contained in a vertical column of soil
(mm 1120, or, alternately, gram H2 0 per cm2 ) and involved in
the hydrologic cycle over land areas

2. 3 Nondlmensional characteristics of physical surface structure, of

importance for climatonomic parameterization

*= reflectivity (albedo) for shortwave (solar) radiation

E emissivity for longwave (terrestrial) radiation

e* evaporivity due to insolation (see Section 4)

2.4 Energy fluxdensities (ly per unit of time) at ground level

G = global radiation = rate at which direct solar plus diffuse sky
radiation is received by a horizontal cm 2 at ground level

a*G = reflected global radiation

LWT = E£T 4 = longwave radiation emitted by the grouiid surface

LW4 = longwave radiation received by the ground, emitted from
overlying atmospheric layers (including dust and cloud strata)

R r (l-a*)G - LWT+ LW4 = net radiation at ground level

Q = vertical flux of sensible heat into the air, originating at
ground level

S = vertical flux of sensible heat into the soil, originating at
ground level

XE = vertical flux of latent heat into the air due to phase changes
of H2 0 substance

2.5 Mass flux densities of water substance (mm H2 0 per unit of time)

P = precipitation of atmospheric Hz 0 intercepted by the ground
surface
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E = evapotranspiratlon, or vertical flux of H2 O-vapor into the air,
originating at the ground surfac.a (from bare soil and vegetation)

N = runoff, or rate at which water de:ived from P reaches stream
channels and thus is discharged from the land area (watershed)
under consideration

2. 6 Characteristic ratios or nondimensionals of major importance for
numerical modeling in climatonomy

A = Angstroem 7atio = quotient of effective longwave radiation to
that emitted at ground level

B = Bowen ratio = quotient of fluxes of sensible to latent heat into
the air

C = Runoff ratio = quotient of runoff to precipitation

D = Dryness ratio = quotient of net radiation to heat-equivalent
V(,P) of precipitation

The primary forcing function of planetary climatonomy is given by the
cycles of effective shortwave radiation at ground level;that is, the rate
at which solar energy (arriving directly along the solar beam as well as
indirectly in the form of diffuse light from the sky) can be absorbed by
the unit area of ground surface under investigation. This forcing func-
tion will be denoted by F(t) since it is a (cyclic) function of time (t);
using the notation explained in Section 2.4,

F (1 -a")G = F(t). (I)

The problem of climatonomy is basically the following: For given cycles
of F(t), what is the response function T(t) ? The solution must be ob-
tained with the aid of the surface energy balance equation, which (with
the notation explained in 2. 4 and using the Angstroem ratio as defined
in 2.6) can be formulated as

F = Aa-T4 + Q + S +.E. (2)

A first simplifying assumption is that "latent" heat refers only to phase
changes of water substance; disregarded are photochemical reactions,
such as photosynthesis in the chlorophyll-containing tissue of plants
exposed to sunlight. A parameterization of such processes could be
achieved but will not need to be discussed here.

A

L. __ _
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The desired solution of equation (2) must express the response func-
tion in the form of predictable cycles of T(t). Obviously, only the long-
wave radiation term contains explicitly temperature, although not linearly
but as T4 . It shall be shown elsewhere that F-generated cycles of the
two fluxes of sensible heat-that is to say, Q and S in equation (2)-
contain T implicitly and thus can be related to cycles of F(t). The
physical connection between T(t) and E(t), however, is relatively com-
plicated. The introduction of the Bowen ratio (B) is helpful only if this B
can be independently estimated, either as a constant or, if variable, as
a defined function of energy input as well as of thermal response at the
lower boundary of the atmosphere. An example for the latter possibility
are the conditions at the sea/air interface where there is an unlimited
supply of water substance so that the uniquevalued dependency of satura-
tion vapor pressure on temperature establishes the necessary link between
E and Q in equation (2). A theory for evaporation estimates which util-
izes Bowen ratios based on the slope of the saturation-pressure versus
temperature curve has been proposed by Bryson and Kuhn (1962). However,
for unsaturated land, the employment of the Bowen ratio will be meaningful
only in terms of the climatic quasi-constants of annual averages. From
month-to-month, also from day-to-day, the actual state of soil surface can
fluctuate significantly between extremes of saturation and practically
absolute desiccation and the supply for supporting the evaporative flux
in equation (2) must be replenished by precipitation (P). Thus, the Bowen
ratio becomes a variable, dependent on preceding precipitation. For the
climatonomy of land areas, it is logical that P(t) is taken into account
as an additional forcing function while exchangeable soil moisture m(t)
assumes the role of a response function in addition to T(t). The problem
amounts to simultaneous solutions of equation (2) and the basic balance
equation of the mass of water 'n the soil,

P = E + N + dm/dt. (3)

For convenience of writing, dm/dt in equation (3) is used to indicate the
partial derivative with respect to time. Also, it must be remembered that
m expresses a columnar or vertically integrated value of that part of soil
moisture which is exchangeable and actively involved in the hydrologic
cycle of the land area under consideration. The simultaneous solution of
the two balance equations will be facilitated by the fact that E appears
as a common term in (2) and (3).
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3. Estimate of Annual Averages of Evapotranspiration and Runoff

Let an annual average be denoted by the overbar. For a continental
region with a stable climate it follows that multi-annual means of soil
storage terms of both heat and moisture must vanish; that is to say,
S = d = 0. The characteristic ratios defined in 2. 6, if formed as
quotients of annual means, will be denoted by the asterisk,

N A'; DcR /=. (4)

The averaged equations (2) and (3), when solved for E, yield, under
consideration of (4):

S= R -Q = /(l+B*), (5)

E P-N = (l-C*)P. (6)

The objective is to calculate E. It may appear paradoxical, but the
logical first step is to eliminate E in equation (5) with the aid of
equation (6), which produces a highly interesting relationship between
three nondimensionals,

(I + B*). (1 - C*) = D*. (7)

Equation (7) has general validity in all cases where S in equation (2),
as well as dm/dt in equation (3), vanish simultaneously. It may appear
noteworthy that equation (7) or an equivalent dimensionless expression
has apparently not been considered explicitly in recent texts and mono-
graphs; this statement can be confirmed by checking the following list
of distinguished references: the textbooks entitled Physical Climatology
by Sellers (1965), also by Landsberg (1958); pertinent monographs by
Budyko (1958), Gardner (1965), Thornthwaite and Hare (1965), Lands-
berg (1957), and Linsley (1951). The author would appreciate any in-
formation on possible previous uses of this explicit form of equation (7).

Budyko, in his impressively comprehensive study of world climates
in energy and moisture balance terms, however, discusses in great
detail his and other investigators' successful attempts to establish a
semi-empirical relationship between the runoff ratio (C) and the
"radiational index of dryness" which is identically the same as the ratio
D defined in 2.6. Supported by the analysis of actual precipitation,
runoff, and net radiation data from a considerable number of watersheds,
several possible but similar interpolation formulas have been suggested.
Mathematically simplest and reasonably representative appears to be
the following, which is expressed in ratios defined by annual means:
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C* 1- tanh D* (8)

'While equation (7) applies without restrictions only if S and dm/dt are
sufficiently small, equation (8) cannot be used in climates where, due to
possible negative value of the annual mean of net radiation, D* < 0.
Namely, C* cannot exceed the value of unity which it would do in equa-
tion (8) for negative D* because the hyperbolic tangent of a negative argu-
ment is negative. However, for all positive D* (which is the norm and
not the exception for world climates), equation (8) satisfies the two natural
asymptotic conditions that C* approaches unity in an extremely humid
climate (where E would approach zero and D* will be small due to ex-
cessive P), while C* approaches zero when D* becomes large in an
extremely arid climate (with P small and/or R large).

For positive D* equati6n (8) can be combined with equation (7) which
yields a unique-valued relationship between the three characteristic ratios
B*, C*, and D*, as exemplified by the following conjugate sets of trip-
lets:

D*: 0.00 0.20 0.50 0.70 0.80 0.90 1.00 1.50 2.00 3.00 5.000
C*: 1.00 0.80 0.54 0.40 0.34 0.28 0.24 0.10 0.04 0.005 0.000
B*: 0.00 0.01 0.08 0.16 0.20 0.26 0.31 0.66 1.07 2.01 4.000

G.ven one particular value, for example C* = 0.263, there is no need
for an interpolation between the numerical values tabulated, because each
conjugate triplet can be calculated (with any desired accuracy) by the
combination of the two original equations (7) and (8); in the above example
of C* = 0.263, any standard table of hyperbolic functions yields D* =
0. 945 whereupon B* = 0.282 = (D* + C* - 1)/(I - •*). To produce dimen-
sional results (that is, the values of N and E, in units of mm/month,
or inches/year, etc. ) it is necessary and sufficient that only one input
must be provided in dimensional form (which will most likely be the annual
total or mean of precipitation, P), in addition to one nondimensional input
(for example, C*, but alternately the conjugate value of either B*, or D*).

For the special modeling under consideration, the input normally will
be the annual averages of the two climatonomical forcing functions which
are P and F; or, in other words, the two quantitative measures of annual
amounts of rain and sunshine. Such input requires first the estimation of
mean net radiation R. This problem can be solved by determining the
annual mean of effective radiation, that is F - R; either by using surface
emission of terrestrial radiation and a representative Angstroem ratio, or
with the aid of calculation schemes like the Elsasser chart based on repre-
sentative aerological data. After R has been determined, D* follows
from thegiven P whereupon equation (8) produces C* and hence,
N and E. This is readily sunplemented by B*'," from equation (7) and by
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Q = R B*/(l + B*). In summary, if the important relation (7) is valid, the
estimate of a coherent set of data on annual evaporation, runoff, and
sensible heat flux to the air does not require special parametrization,
once a modeling relation like equation (8) has been established. This
particular formula is distinguished by the fact that it does not contain
any numerical coefficient; however, it appears desirable to test its
validity by independent empirical evaluations.

4. Numerical Model for Calculation of Monthly Evapotranspiration,
Runoff and Storage

The terms in equation (3) will be considered in physical units of
mm (H2 0), per month, which implies that diurnal cycles are averaged
out, leaving the annual variation as the main item of interest. As out-
lined before, the annual cycles of precipitation P(t) and of absorbed
insolation F(t) represent the forcing functions, with soil moisture m(t)
the response function. A suitable model of climatonomy must express
the role of the two depleting processes (evapotranspiration and runoff)
as intermediate dgents between forcing and response cycles, via
water balance requirements.

For the diurnal course of hydro-meteorological processes, and for
day-to-day variations between individual precipitation events (local
storms), the details of the balance between runoff and infiltration,
water retention in the soil, vertical movement of Hz 0 in the soil and
to the plant roots, also percolation and drainage, constitute a highly
complicated and sometimes confusing system, with significant feed-
back involved. A wealth of monographs and books has been published
on these subjects; it may suffice here to make reference to the col-
lected articles in Meteorological Monographs, Vol. 6, on "Agricultural
Meteorology, " published by the American Meteorological Society in
1965, and the large body of literature quoted there. With respect to
detail of small-scale and short-period processes, the presently pro-
posed "evapotranspiration climatonomy" may appear oversimplified and
will not be a substitute for the special studies reported in the litera-
ture. Only within the stated limitations of applicability, and for meso-
to-large scale hydro-meteorological processes the new model and its
underlying philosophy may be found useful.

Let us assume that two parts contribute to the time series of
monthly values of both E and N so twat

E(t) = E'(t) + E"(t); also N(t) = N'(t) + N'"(t). (9)

The two contributions E' and N' are thought to express a short-term,
or a nearly immediate or direct response to the forcing function P(t),
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while the contributions E" and N" express a delayed response. Phys-
ically, this distinction implies that the processes denoted by E" and
N" involve soil moisture which had been received by precipitation of
previous months, while the processes denoted by El and N1 are sup-

plied by concurrent precipitation which just has fallen during the same
month. In still another alternate form it can be stated that the lag-time
involved in the cycling of soil moisture will be less than one month
between P(t) and N' (t), E' (t), but more than one or two months between
P(t) and E"(t), N"(t).

First consider monthly means of runoff. Let us assume that delayed

runoff (N") varies in direct proportion to soil moisture (m), or

N"(t) " m(t)/m, (10)

where, as before, the overbar denotes an annual average. Specification
of the time series N (t) offers problems. If there are occasions of sat-
urated soil, or, flash floods in connection with unusually heavy rain fall
in the region, it must be expected that N' should be significant.
Normally N1 will be small for sufficiently large land areas unless a
monthly mean P-value exceeds a threshold intensity which will depend
on the morphology of the basin. The larger the watershed, the smaller
the probability that N' may be significant in comparison with N". For
the purpose of a preliminary study, let us disregard N' in comparison
with N"; then N"(t) is practically the same as N(t), or N is given by
equation (1 0).

Next, consider evapotranspiration for which the distinction between
immediate (E') and delayed (E") evapotranspiration has greater significance
than for runoff. In analogy to equation (10), we assume for El a linear
dependency on soil moisture so that

E"(t) = EF m(t)/mr . (1)

Summing equations (11) and (10) yields the de-ining equation for a new
characteristic (dimensional) parameter

N" + E" = ( + E")m/m = m/t*, (1Z)

where t* = m/(N" + E"), denotes a characteristic time interval which is
most conveniently expressed in units of months. The physical signifi-
cance of t* follows from its definition which is based on annual mean
values; t* can be interpreted as the characteristic "residence time" or
"turn-over period" which is determined by the quotient of annual mean
of exchangeable soil moisture divided by the sum of the combined annual
rates of delayed runoff plus delayed evapotranspiration. This definition
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suggests that t* could be expected to be a time interval between 2 and
3 months.

As stated before, fundamental for climatonorry is the consideration
of a precisely defined forcing function. This concept finds a special
application for the estimation of "immediate" evapotranspiration E (t).
Namely, let us assume that E' (t) varies in direct proportion to F. P,
that is the product of the two existing forcing functions, insolation F(t)
times precipitation P(t). Physically this implies that without either
sunshine or rain, there will be no "direct" evapotranspiration. For
dimensional reasons we consider 1/F as additional multiplier whereupon
the model assumption requires the introduction of a new characteristic
parameter which we propose to name the "evaporivity'" e4 of the land
surface considered. It enters as the numerical factor of proportionality
in the following defining equation:

El(t) = e PF/F; also, F1 = (e"-PF)/f. (13)

Note that the above e* is not the same as the "evaporability" which is
a dimensional coefficient introduced by Budyko; reference is made to
Thornthwaite and Hare (1965). According to the defining equation (13),
the evaporivity e", is a nondimensional measure of the capacity of
land surfaces to utilize a portion of solar energy (absorbed during one
month) for the evaporation of precipitation which has been received dur-
ing the same month (or -any other specified time interval). In many
respects, e'. can be compared with the albedo of continental regions
which like e' is an empirical quantity. Note that e' may or may not
be independent of time or season. In aa elementary manner it can be
confirmed that (PF)/(F). (P) may be larger or smaller, or equal to
unity; this fraction exceeds unity in a climate with summer rains, and
is smaller than unity in a climate with winter rains. Since without irri-
gation E cannot exceed P it follows that evaporivity e" is an
always positive fraction which hardly ever will be closer to unity than
about 0. 8. Indeed, tentative evaluations have suggested that e* will
normally be between 0.4 dnd 0.8. Its definition suggests that for a
given watershed, the evaporivity e'- should depend on the permeabil-
ity of the soil, the lushness of vegetation cover, terrain slopes, etc.
It will be relatively small for porous soils with "spongy" vegetation,
and relatively large on paved or impervious featureless terrain. An
example will be discussed in Section 5.

With the aiJ of the above parameterization, and equations (9) to
(1 3), the basic budget equation (3) transforms into

P - E- N' = E" + N" + dm'dt = r/t:+ dm/dt. (14)
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After taking the annual average of all terms in equation (14), we subtract
this average from the original equation (14), and introduce as a convenient
abbreviation the symbol p' for the time series p' = P - El - N1 - (F-El-);
this yields

p1(t) = (m - m)/t* + d(m - m)/dt. (15)

Note that p' = 0, and that the time series p' (t) can be referred to as
the reduced version of the "combined" forcing function; it follows from
the given values of P(t) and F(t) when e* is prescribed.

The ordinary differential equation (15) is solved by

m -rm = e [Const + f et/t P' dt], (16)
0

where "Const" indicates the integration constant. Note that for given t*
the integration can be performed numerically using any of the standard
schemes; the integration constant is determined by the requirement that
the "barred" value (that is, the annual mean) of the right-hand side must
vanish for a stable climate. Equation (16) characterizes in an exemplary
manner the philosophy of climatonomy; namely, a response function m(t)
is related to a precisely defined forcing function p'(t), with the aid of
a unique-valued equation under employment of mathematically prescribed
parameters (in this case e* and t4).

The practical verification of the scheme of "soil moisture climatonomy"
requires the following sequence of steps:

(1) Given P, calculate annual averages E and N using procedures
outlined in Section 3.

(ii) Assiume numerical values for the evaporivity of the watershed
under consideration; then, given F and P, calculate monthly values of
e*PF/F = E'_accordlng to eguation (13)), and obtain the annual mean E-,
whereupon E" follows as E - E'.

(iii) Either assume N' = 0 (hence, N' = 0, as in the following ex-
ample of application), or specify numerically which fraction of P (during
months of maximum rainfall) can substitute an "immediate" runoff. This
step must result in the annual average of N" which tentatively is taken
to equal N as derived in step (i).

(iv) Assume a numerical value for the soil moisture residence-time t*
and obtain the annual average m as t*. (E' + N'T), using equation (12).
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(v) On the basis of monthly values for E--as employed in step (ii)-
and estimates of N--as would follow from step (iii)-obtain the reduced
forcing function, that is, the time-series p' in the form of monthly
values of P - El - N' - (PE-'r-M), and perform numericaliy the integra-
tion prescribed by equation (16); then, establish the integration constant
whereupon the time-series m(t) is obtained with the aid of m as derived
in step (iv).

(vi) Calculate the time-series dm/dt by subtracting (for each
month) the value of m/t* from P - El - N', or, alternately, subtract
(m-ffi)/t* from p'.

(vii) Calculate the time-series of N" and E" with the aid of equa-
tions (10) and (11), using soil moisture m from the result of step (v)
and the averages determined in steps (ii) and (iii).

(viii) Calculate the time-series E and N by adding E" from step
(vii) to El from step (ii), and N' (if different from zero) to N" from
step (vii).

(ix) Finally, as a check, add the calculated monthly values of dm/dt,
E and N together and compare the result with the original time-series
P(t). Agreement should be within tolerable rounding-off errors, in view
of the basic balance equation (3).

5. Example of Application

As stated repeatedly, the model of evapotranspiration climatonomy,

and the calculation of monthly-mean waterbalance terms will produce

best results when applied to a continental region of sufficiently large
extent. For the testing of calculations, it is desirable that for such an
area the two forcing functions P(t) and F(t) are known, and observa-

tional data of all terms of the water balance (that is, monthly means
of runo•., evapotranspiration, and storage) are independently available,
to be compared with the calculated set of coherent time series of N, E
and m. With respect to data availability and size of the continental
area, the work by Rasmuss,-n (1968) appears outstanding; this includes

complete time series of m, ithly water balance terms averaged over
several years for the contial plains and eastern regions of North
America; the area amounts to 64. 10 km 2 and includes the watersheds

of the Mississippi and St. Lawrence. Rasmusson's data are furthermore
distinguished by the feature that monthly evapotranspiration has been
evaqiatdd as the vertically integrated divergence of atmospheric vapor

transport by large scale air currents, utilizing the relative dense net-

wock of radiosonde stations of the region.
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Monthly means of the forcing functions are summarized in Table 1.
The precipitatlon values are taken from Table 4 in Rasmusson (1968),
after being rounded off to the nearest mm/month. Global radiation for
the region (G, ly/day) was estimated independently as a representative
area-average, based on selected stations from the report by L&f, Duffle,
and Smith (1966); this G-evaluation was performed by Mr. Linde and
Mr. Ronberg, both graduate students at the Meteorology Department at
Madison, Wisconsin. Albedo values for Rasmusson's region were esti-
mated under consideration of seasonal snow cover conditions and the
phenological cycle, essentially based on sample data provided for North
America by Kung, Bryson and Lenschow (1964). The last two lines of
Table 1 contain the results of straightforward calculations on the basis
of the foregoing data.

Table 1. Central Plains and Eastern Region of North America. Monthly
values and representative annual average of: Forcing function of precipi--
tation (P, mm/mo); Global radiation (G, ly/day); Estimated surface albedo
(a*, fraction); Solar forcing function (F = (1-a*). G, ly/day); Combined
forcing function (PF/F, mm/mo).

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual Mean

P : 40 46 55 56 79 87 91 72 73 56 47 45 62
G 187 265 371 466 543 595 589 517 423 312 210 167 398
Sa* .24 .28 .21 .19 .18 .17 .17 .17 .18 .19 .20 .22 .20

F : 142 191 293 377 445 494 489 429 347 253 168 130 313
PF/i: 18 28 52 68 112 137 142 99 81 45 25 19 69

As the basis for comparison or testing of the model calculations,
monthly means of observed water balance terms of the considered region
according to Rasmusson (1968, Table 4) are summarized in Table 2. All
values of evapotranspiration (E), runoff (N), soil moisture-storing (dm/dt),
and soil moisture (m) were rounded off to the nearest mm/month or mm, and
very slightly adjusted so that the sum of the first three lines in Table 2
equals the first line (P-values) in Table 1, in agreement with the balance
equation (3). The fourth line of Table 2 represents a smooth time-series
(dm/dt) obtained as a three-value-running mean of the original dm/dt
data.
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Table 2. Central Plains and Eastern Region of North America. Ob-
served data after Rasmusson (1968) which constitute the water balance
representative of the region. Monthly values and annual average of:
Evapotranspiration (E, mm/mo); Runoff (N, mm/mo); Soil moisture storing
(dm/dt, mm/mo); Smooth time-series of soil moisture storing
((dm/dt), mm/mo); Soil moisture (in mm Hz 0) relative to an arbitrary
reference level (m - mAug) where mAug is the undetermined minimum
value occurring in August.

Annual
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Mean

E :23 12 25 40 63 80 93 73 50 40 29 22 46
N : 16 17 25 20 Z3 16 14 13 10 11 11 15 16
dm/dt: 1 17 5-10 -7 -9-16-14 13 5 7 8 0
(dm/dt): 8 8 4 -4 -9 -11 -13 -8 1 8 7 5 0
m-mAug: 35 52 57 46 40 30 14 0 13 18 25 33 30

In a practical application of the concepts and developments of clima-
tonomy, let us follow the steps outlined at the end of Section 4. In
step (i), consider that for the region P = 62 mm/month, according to
Table 1. Among the various choices of supplementing this information
on annual mean forcing function value, let us assume for brevity that
the annual mean of stream discharge N = 16 mm/month (from Table 2)
is also known. Hence, the runoff ratio for the area equals
C* = 16/62 = 0. 26, and with this information the empirical Budyko
formula (8) yields a dryness ratio of D* = 0. 96 (since tanh 0. 96 =
0. 74 I - 0. 26), whereupon the generally valid relation (7) results
in a Bowen ratio B* = 0. 30 for the climate of this region. Knowing the
set of ratios (B, C, D), a simple dimensional annual mean (such as
P = 62 mm/month, XP = 117 cal/day) yields the remainder of annual
mean energy budget constituents,, namely, net radiation as R = D*2P
= 112 ly/day, flux of sensible heat into the air Q = B*R/(I+B*)
26 ly/day, and heat equivalent of annual mean evaporation ] - Q =
86 ly/day. The possible comparison of calculated values oi r, •, .
with independently determined data for the region would permit us to
tc st the validity of equation (8); this test will be outside the scope of
our tentative study, and shall be performed elsewhere.

For step (ii), let us assume that the evaporivity of the region is
uniform throughout the year and equals e* = 0.637. Hence, with
(P•)/P = 69 mm/month (according to Tab)e 1) it follows that the aver-
age "immediate" evapotranspiration has an annual average of
P = 44 mm/month; for the above E = P - N = 46 mm/month, only
2 mm/month remain for the annual average of delayed evapotranspira-
tion F'.
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In step (iii), let us assume that for this continent-wide region, all
runoff is of the "delayed" type. Hence, N' = 0 and the annual average
N"' = 16 mm/month, according to developments in step (i).

For step (iv), let us postulate that the characteristic residence time
interval of soil moisture for the region equals t* = 3. 0 months. Conse-
quentl.y with the sum of the annual averages of delayed processes
E" + N" = 2 + 16 w 18 mm/month, the annual mean of exchangeable soil
moisture of the region follows as M a 3. 0 x 18 = 54 mm, or slightly more
than two inches of water substance. The actual reservoir of groundwater
is, of course, much deeper since by definition m includes only its ex-
changed portion.

Steps (i) to (iv) have involved primarily the calculation of annual aver-
ages, of energy and water budget constituents of the region. With the fol-
lowing steps we evaluate the time-series in the form of one set of values
for each of the 12 months. Step (v) deals with the time-series El (which
for a month-to-month variation of e* would have had to be calculated
already in step (ii)), and with El and P (and possibly N') the time-
series p' is obtained. Results of these two calculations are summarized
in the first two lines of Table 3. Then, the integration required in equa-
tion (16) is performed, which yields the time-series of m - iM, hence
(m - fi)/t*, and also that of exchangeable soil moisture m; see lines
three to five of Table 3. For this special example, the integration constant
in equation (16) was determined to equal 16 mm H 2 O.

Step (vi) is the calculation of the time-series dm/dt. Rather than
approximating this partial derivative by finite differences of the time
series m(t), we consider the balance equation (15) and obtain dm/dt for
each month as pt minus (m - M)/t*, that is the difference between lines
two and five in Table 3. Values listed in the sixth line of Table 3 were
calculated in this manner.

Employing values obtained in the first six steps, the following steps
(vii) to (ix) yield in the straightforward manner outlined at the end of Sec-
tion 4 the time-series of delayed runoff (N", which equals N for the
special case that N' = 0), delayed evapotranspiration (E"), hence pre-
dicted evapotranspiration E as the sum El + E", and finally N + E + dm/dt,
which is a "check-line" because it should agree (within tolerable rounding
off errors of + I mm/month) with the time series of precipitation (P) listed
in Table 1. In summary, Table 3 contains all calculated results, that is
the "output" derived with the aid of the model of climatonomy. Table 1
is a documentation of the forcing functions, that is, the "input"; Table 2,
however, contains exclusively tw'e results derived independently by Ras-
musson (1968), that is, a complete set of observed data which can be
used to test the results of the calculations.
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Table 3. Results from Model of Evapotranspiration Climatonomy.
Calculated monthly data (employing forcing functions and parameters
for the central plains and eastern region of North America) of: "direct"
evapotranspiration (E', mm/mo); reduced forcing function (p', mm/mo);
exchangeable soil moisture (m, also its departure from annual average,
M-fr,)/t*, mm/mo); rate of soil moisture storing (dm/dt, mm/mo); runoff
(N, mm/mo); delayed evapotranspiration (E", mm/mo); evapotranspira-
tion (E = E' + E", mm/mo); sum of E + N + dm/dt (mm/mo) as "check-
line. "

Annual
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Mean

E' 12 18 33 43 71 87 90 63 52 29 16 12 44
p' 10 10 4 -5-10-18-17 -9 3 9 13 15 0
m-M 16 20 21 13 3 -11 -23 -27 -21 -9 3 14 0
m 70 74 75 67 57 43 31 27 33 45 57 68 54
(m- ?i)/t* 5 7 7 4 1 -4 -8 -9 -7 -3 1 5 0
dm/dt 5 3 -3 -9 -11 -14 -9 0 10 12 12 10 0
N 21 22 22 20 17 13 9 8 10 13 17 20 16

2 3 3 2 2 2 1 1 1 2 2 2 2
E 14 21 36 45 73 89 91 64 53 31 18 14 46
E+N+dm/dt 40 46 55 56 79 88 91 72 73 56 47 44 62

6. Critique, and Plans for Future Work

The set of data calculated with the model of climatonomy and sum-
marized in Table 3 represents a first quantitative solution of the hydro-
logic balance, with a complete and simultaneous consideration of all
terms of equation (3). Calculated are coherent sets of monthly means
of area averages of evaporation E, runoff N, exchangeable soil moisture
m, and monthly addition or removal from storage, dm/dt. The calcula-
tion is based on area averages of two forcing functions, precipitation P
and absorbed solar energy F. The fact that all water balance terms are
area averages for natural drainage boundaries (that is, river basins or
watersheds) is fundamental to hydrology. Rasmusson analysed results
(see Table 2) inviting a test by a comparison between corresponding

quantities in Table 2 and Table 3. For a visual compa:ison it is self-
suggestive to enter the calculated results from Table 3 into the various
illustrations published by Rasmusson (1968), since these graphs con-
tain already comparisons based on the evaluation of formulas and com-
putation schemes proposed earlier by Budyko and also by Thornthwaite.
By and large it will be found that the new results of "evapotranspiration
climatonomy" appear to bjui.,late relatively closely Rasmusson's
curves. The agreement between observed and calculated time-series
of the primary "response function' of ,,oll moisture m(t), and also of

_ _ _ _ - ~ . - _ _ _
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the dominating depletion process of evapotranspiration E(t), becomes
even more satisfactory if the calculated E and m series are plotted with
1/2 month lagging relative to the observed time-series. This could
indicate, along the lines of the discussion of immediate versus delayed
processes in connection with equations (9), that the lag between El (t)
and the combined forcing function (P. F) is relatively small but finite,
and not really equal to zero. A suggested lagtime of 1/2 month appears
to be appropriate for the "quasi-immediate" processes. No changes in
the concept of delayed processes, with a lagtime equal to the parameter
t*, or 2. 5 to 3 months, is necessary.

Incidentally, it should be mentioned that the particular choice of the
pair of parameters (that is, t* = 3. 0 months and e* = 0. 637) was based
on a preliminary analysis of Rasmusson's empirical data, in the light of
climatonomic model concepts. This analysis showed that the model is
not very sensitive to t*, where a variability of_+ ±20% can be tolerated;
for e* a variability within about + 5%6 seems to be insignificant. Condi-
tions will be different for other watersheds. The surface characteristic
e* will have to be evaluated for other river basins, where the water-
balance is known, until a systematic classification according to morphology,
soil structure and permeability, vegetation cover, freeze duration, etc.,
can be made. This procedure will yield classified listings of evaporivity
data, comparable to tables presently available, and in general use, for
surface reflectivity and emissivity of typical land surfaces. The present
employment of a time-independent e*-value must also be considered as a
tentative approximation. In reality, evaporivity at a locality will vary
with snow cover, occurrence of partly frozen ground, and the phenological
cycle of the growing season, etc. It should be remembered that surface
albedo (see a* in Table 1) in temperate climates also has a significant
annual course, and is nevertheless a useful and important surface
parameter.

In the calculated annual course of soil moisture for the central plairns
and the eastern regions of North America, the maximum value in early
spring as well as the minimum value in late summer appear to be quite
realistically produced. The fact that calculated evaporation has nearly
the opposite phase as soil moisture illustrates strikingly the dominating
effect of "quasi-immediate" evapotranspiration £B; the data also suggest
that the efficiency of the process E' is such that most of the rain water
is recycled to the atmosphere within about two weeks. This, of course,
is also evident from the ratio of annual averages, fr/f = 2/44, while,
naturally, the opposite is true for N" and N', with N" dominating.
Since N' is near to zero for the considered watershed, the calculated N
parallels the time-series of m(t); the observed data in Table 2 show,
indeed, that the maxima coincide, while the minimum value of N lags
by one month that of the observed m-curve.
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With respect to the "delayed" processes E" and N", proportionali-
ties of the type of equations (10) and (11) are conventional in hydrology;
usually, the restriction is imposed that the proportionality becomes
invalid once the soil moisture approaches a state of saturation. This
fact was not considered here but could be incorporated relatively easily.
In this respect, likewise concerning the incorporation of month-to-
month variations of evaporivity, the model of evapotranspiration clima-
tonomy is rather flexible. Refinements will certainly be added in future
applications and studies. At the present time, investigations are in
progress on climatic data from regions where there are pronounced
rainy seasons alternating with many months of dryness, including
climates of the mediterranean type (rainy winters) and of the monsoon
character (rainy summer). Obviously, there will be significant differ-
ences in the cycle of the combined forcing function P. F for these two
climates. As indicated in the introduction, the concept of climatonomy
is rather broad and not restricted to a special model for the explanation
of seasonal soil moisture trends in response to annual forcing cycles
represented by the combined action of rain and sunshine. With the
knowledge of how to deal basically with the annual variation of the
water balance on a continental region, a new road is opened which will
le3d to a more represenL iye climatonomic model including seasonal
temperature trends. Progress in this direction has already been made,
and shall be reported in due time. Apart from the problem of developing
climatonomy in general, it can be hoped that the special model of evapo-
transpiration climatonomy may prove useful for the practical solution of
presently existing shortcomings concerning the parameterization of air-
land interaction, for numerical modeling of the general circulation of the
atmosphere.
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ESTIMATES OF VORTICITY, DIVERGENCE, AND VERTICAL VELOCITY
IN A SURFACE LAYER*

G. L. Frederick, Jr.
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT

The vertical relative vorticity, horizontal divergence, and
resulting vertical velocity are estimated from data accumulated
at Davis, California in the spring of 1967. Half-hour mean
values of these quantities are determined at nine levels between the
surface and 320 cm from wind information collected by a cup
anemometer-wind vane system. The cups and vanes were mounted
on three masts erected 100 m apart at the vertices of an equilateral
triangle.

A detailed theoretical development of Gauss' Divergence
Theorem and Stokes' Theorem leads to the Bellamy-Bennett com-
putation technique. Primary results show that the horizontal
divergence computed are not necessarily small in the surface
layer as is often assumed for a micrometeorological site in flat
surroundings.

1. Introduction

1.1 Purpose

Values of vorticity, divergence and vertical velocity are important
terms to the meteorologist. Information about the average values of
these terms is also of interest to the observing micrometeorologist,
especially in the "surface layer" at a given site. It is most often as-
sumed that these terms are negligible and few until now have even
attempted to measure them. It is the purpose of this study to examine

Part of this work was submitted to the University of Wisconsin in par-
tial fulfillment of the requirements for the degree of Master of Science,
with Professor C. Stearns as thesis advisor.
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the results of an effort to measure these quantities on the micro-mesoscale
in the "surface layer" over a carefully selected micrometeorological site.
Unless otherwise specified in this paper the term divergence refers to the

au 8van rtctwllmn
horizontal divergence of wind velocity, - + and vorticity will mean

ax ey'

8x ay' the relative horizontal vorticity about a vertical axis.

1. 2 Site description and instrument layout

In the spring of 1967, under the sponsorship of the U. S. Army Elec-
tronics Command, Atmospheric Sciences Laboratory, Ft. Huachuca, Arizona,
teams of researchers gathered together for the Cooperative Field Experiment
at Davis, California. A group from the Department of Meteorology, Uni-
versity of Wisconsin participated in collecting micrometeorological profile
data from 26 April to 5 May. It is with this data that the autbor made his
calculations, although he did not personally participate in the experiment.
A detailed description of the instrumentation, data collection techniques
and data collected was done by Stearns and Dabberdt (1968). The objec-
tives of the field experiment were to measure independently by several dif-
ferent systems the fluxes of momentum, sensible heat, and latent heat in
the surface layer. Data was to be collected over several weeks of concen-
trated activity and a comparison of results between the systems was to be
made.

The general layout of the measuring devices associated with this study
is shown in Fig. 1.1. Masts 1, 2 and3 lie at the vertices of an equilateral
triangle whose sides are 100 m in length. The masts were 4 m high and
supported vertical arrays of Thornthwaite cup anemometers (at levels 20,
40, 80, 120, 160, 200, 240, 280 and 320 cm from the ground) and wind
direction vanes (at 40, 80, 160, 240 and 320 cm from April 26 to 28 and
at 80, 160, 200, 240 and 320 cm from May 2 to 5) mounted on cross bars.
The distance between vane and anemometer on eich level was one meter
and the cross bar was projected one meter from the mast. The masts were
made of two inch aluminum pipe, supported on a base by four guy wires at
the top, and could be rotated so that the sensors were generally directed
into the wind. It was hoped that the construction would minimize the influ-
ence of the supporting structure on the wind measurements (Dabberdt, 1968).

Figure 1.2 shows the character of the surface in the region surround-
ing the experimental site. In the area enclosed by the three masts the
surface was covered by fescue grass. A theodolite survey of the terrain
showed that mast 2 was 8 cm higher than mast 1 and mast 3 was 28 cm
higher than mast 1. If these measurements are characteristic of the field
in general, the terrain slopes by 20 cm per 100 m from south to north. The
possible effect of this slope will be discus sed in section 3.4.

A
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Obstacles of possible consequence in determining the true nature
of the wind flow consisted of buildings, hutments, vehicles and trailers
some 20 to 30 m to the east of the mast 1-3 side of the triangle. It is
possible that obstacles aiong the road in d north-south line could act
as a barrier which would induce a certain amount of divergence and
vorticity into the otherwise =%bstructed flow field. This possibility
will ýie discussed in greater detail in section 3.3.

2. Theory

Gauss' Divergence Theorem (Spiegel, 1959), which says that "The
surface integral of the normal component of a vector A taken over a
closed surface is equal to the divergence of A taken over the volume
enclosed by the surface," is used to determine the divergence. The vor-
ticity determination is based on Stokes' Theorem (Spiegel, 1959) which
states that "The line integral of the tangential component of a vector A
taken around a simple closed curve S is equal to the surface integral
of the normal component of the curl of A taken over any surface A hav-
ing S as its boundary. The vertical velocity determination is based on
the divergence in a layer and the equation of continuity.

Gauss' and Stokes theorems have been applied to three points in a
plane where wind speed and direction have been measured by Bellamy
(1949), Sheppard (1949) and, for divergence only, by Bennett (1955)
originally published in 1906 in a memoir to HM Stationary Office, M0174,
and revealed by Poulter (1949).

2. 1 Divergence

Gauss' theorem may be stated mathematically as

f fI /.A udG = fff V . A dV 1)
G V

where G is the surface of the volume V, i is the unit vector normal to
the surface and A is the three-dimensianal velocity vector. Replacing A
with a two-dimensional horizontal velocity vector V and a vertical com-
ponent W , equation (2. 1) becomes

ff (v +w). -ndG = fffv. (V +W)dV. (2.2)
G V

Consider the triangular area formed by the three masts at the Davis site
with a vertical extent Az extending from the surface to the first measure-
ment level, then from the first to the second measurement level, and then
successive layers to the top of the masts. Each layer forms a volume
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over which the divergences will be determined, based on the wind mea-
surement at the top of the layer and the assumption that the wind vector
is uniform over the vertical distance Az.

Equation (2. 2) can be rewritten as

ff(V + w) ndG = ffV" ndsdz + ff W t *dA - ffwb aidA

G Sz A A (2.3)

where S is the perimeter of the horizontal cross section of area A,
Wt is the vertical velocity at the top of the volume, and wb is the
vertical velocity at the bottom of the volume.

Only three measurement points are available making it necessary to
assume that V. in is independent of the size of the volume. Then equa-
tion (2. 2) and (2. 3) can be rewritten as

AzjVnds+(ff f A +W Az ff dAds+ t_ bbf - . z,7
S A A

(2.4)
assuming that

t b aw
z 8z

we have that

S= V = j, V ',n ds (2.5)

S A

where DIV is the horizontal divergence of velocity. It can be shown that
3 V
D V ni 

(2.6)
i=l h

where Vni is the component of the wind speed at the i mast along the
altitude hi of the triangle and positive away from the centroid of the
triangle.

2. 2 Vorticity

Mathematically, Stokes' theorem is

ý A -tds f Jin -V XAdA (2.7)
S A

where A is the three-dimensional velocity vector, S is taken to be the



26

perimeter of a horizontal cross section of the triangular volume. The unit
vector t is in the horizontal plane tangent to the curve S and unit vec-
tor n is in the vertical plane eliminating terms involving the vertical
velocity and considering only the relative vorticity about a vertical axis.

The relative vorticity g is ait V x A and assumed independent of
the area A, then (2. ) can be written as

#V tds = ffdA (2.8)
S A

S- tds - .tds
Sf A S A (2.9)

A
Then for the three measurement points at each level it can be shown that

3 Va
L ' pi (2.10)

i=l hi

and V is the wind component normal to the altitude at mast i.

2. 3 Vertical Velocity

The equation for conservation of mass in a volume is

2R+pV.A+A-.p = 0 (2.11)
at

where p density, t = time and V the three-dimensional del operator.
Assuming that Op/8t and Vp may be neglected (Fredericks, 1969), we
have that

aw
V-A = V.v+-7 = 0az

where V•. V is the horizontal divergence and aw/az is the change of
vertical velocity w with respect to height. Then

z z
W d = J V- V dz. (2. 13)

0 0
Assuming that w= 0 and V. V= 0 at z =0, we have that

w(zz) W (Z1 ) - VH V (z2 - z1 ) (2.14)
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where z? and z, are levels of measurement and

S" V V ) + (V . V)ZV V= (2.15s)
H '

the mean divergence in the layer z, to zz.

A second method of determining the vertical velocity at the top of the
volume was tried involving an assumption about the relationship of di-
vergence to height. In this case it was qssumed that the horizontal
divergence, determined at the top level only, represented the mean di-
vergence of the entire layer below it. This would mean that instead of
equation (2. 15) one would have:

VH"V =(V'v)z (2.16)
H HV)Z

Equation (2. 14) then becomes:

W(Zo) = w(O)-H V • z2  (2.17)

where w(O) = 0.

3. Results

3. 1 Computational Technique

The actual computations of divergence, vorticity and vertical velocity
from the Davis, California data were carried out on the CDC 1604 com-
puter of the University of Wisconsin Computing Center with funds pro-
vided by the U. S. Army Electronics Command, Ft. Huachuca, and on the
IBM 1130 computer of the University of Wisconsin, Department of
Astronomy, without charge. The data made available by Prof. C. R.
Stearns at the time of these computations included simultaneous half-
hour means of wind speed for nine levels, wind direction for five levels,
and an average wind direction at each of the three masts. This latter
quantity was simply a numerical average of the five vanes on the mast.
Stearns and Dabberdt (1968) describe how these quantities were obtained
and what correction factors, if any, were applied.

The wind speed measurements were not at exactly the same relative
level on each mast. In other words, the nominal level of 320 cm was
actually 320.8 cm on mast 1, 322. 4 cm on mast 2, and 319.8 cm on mast
3. There were differences of similar magnitude at all other levels. It
seemed desirable to extrapolate the speed as given at the true height
above the ground to the respective common nominal level (20 cm, 40 cm,
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80 cm, etc.) above the ground. By doing this, one would at least be
calculating quantities for a plane parallel to the local surface. This
plane is not necessarily perpendicular to gravity, but these effects can
be taken into account.

In order to extrapolate the wind speed to the common levels mentioned
above, the logarithmic profile law was assumed and applied in the follow-
ing form:

z+z
V = V*k- log z0 (3.]1

e z0

Since the profiles had not been analyzed at the time of computation, a
zero displacement height was assumed and a z0 value of 1 cm was used.
These two terms need to be known only in an approximate form for the
extrapolation. The ratio of the speed (Vz) at a given level z to that at
the nominal height h using the assumptions above produces the extrapo-
lated value (Vh).

loge (h+1)

h z log (z+1)
e

The extrapolated half-hour mean wind speed as determined from equa-
tion 3. 2 was combined with the half-hour mean wind direction at each
mast to represent tne average wind vector. The direction used was the
arithmetic average of the five vanes on each mast. It was assumed that
all levels remained in the "surface layer" or "layer of quasi-constant
stress" at all times. This also is probably a valid assumption, especially
in the late afternoon-early evening periods where the winds were relatively
strong and steady, and strong lapse or unstable conditions prevailed. It
will be seen in section 3. 2 that during these periods the divergence and
vorticity calculations have the greatest reliability. Stearns and Dabberdt
made a similar assumption about the wind direction when calibrating each
vane. They found the average difference of the individual vanes from the
mast average during certain selected unstable periods with strong winds,
and corrected for the difference assuming it was a systematic instrument
error.

3. 2 Description of Results

Examples of actual results of the divergence, vertical velocity and
vorticity calculations appeai in Figs. 3.1 and 3.Z. It is obvious that

there are some periods when one would have more confidence in the
measurements (and hence also the calculations) than at other times.
In order to determine these time periods, certain criteria had to be es-
tablished. These included considering the response thresholds of the
anemometers and vanes. Stearns and Dabberdt (196-) estimated that
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Fig. 3.1. The time series of mean divergence mean vertical velocity com-
puted from the divergence and mean vorticity (broken line) at the
320 cm level for the period 27-28 April 1967 at Davis,
California.
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Fig. 3. 2. Samne as Fig. 3. 3, but for 3 May;
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the vanes began responding at a wind speed of about 1 m/sec. The
standard deviations of indicated direction suggest that perhaps this
threshold was somewhat higher. At any rate, the anemometers respond
at lower speeds than the vanes. With this limiting factor in mind, a
thorough review of the wind direction data was made. A time period
was considered "good" if: 1) standard deviation of any vane on each
mast was at least 1 deg., 2) standard deviations of all vanes on a mast
were nearly the same with small differences between masts, 3) the
wind speed was at least 150 cm/sec, and 4) average wind direction be-
tween vanes on a mast was no grealr than about 10 deg., and between
masts no greater than about 20 deg. According to the above criteria
the following periods were classified "good":

27 Apr 1131-2400
28 Apr 0001-0300

0601-0800
1101-1200

2 May 1601-2400
3 May 1631-2400
4 May 0001-0200

0931-1500
1631-2400

5 May 0001-0530
0701-1200

The rest of the time periods are considered unreliable for the purpose of
computation of divergence and vorticity.

It can be stated that there are two practical methods of computing
mean vertical velocity at the top of the triangular volume. The results of
these two methods are shown for certain periods in Fig. 3. 3. It is inter-
esting to note that there was less than 15%6 difference between the results
obtained by the two techniques. The method of averaging divergence
values between levels yielded vertical velocities that were generally
slightly lower than those determined from the divergence of the top level
only. This can be explained by examining Fig. 3. 4. The wind profiles
exhibit fairly strong curvature below 100 cm, but in this layer there is
little difference in wind speed between masts and consequently small
divergence values. The latter actually are small at only the 20 and 40
cm levels. Above 40 cm the divergence calculations tend to oscillate
about an average value which is very often that at 320 cm. This is also
the layer where one notes significant differences in wind speed between
masts. One can conclude from these observations that most of the di-
vergence is occurring in the layer above 40 cm. The divergence at 320
cm is an overestimate for the entire layer due to the slight reduction of
actual divergence below 40 cm. The two-layer average technique partly
accounts for this reduction and thus yields more correct vertical velocities.

........
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3.3 Obstacle Effects

Figures 3. 5 and 3. 6 show a plot of the divergence and vorticity
values for the selected "good" periods of section 3. 2 versus the wind
direction of mast 1. There is some stratification of divergence with direc-
tion and the same can be said, but less emphatically, for vorticity. This
suggests that there may have been some obstruction to the flow. Originally,
the average wind direction at masts 2 and 3 were corrected for what was
thought to be a systematic effect of obstacles (cars, trailers, buildings,
etc.) in view of the observation that during strong, f irly steady wind
conditions at these masts were nearly always a few agrees different. It
was assumed that they should be about the same during these periods if
the obstacles had not been there and the corrections were applied to do
this.

It is difficult to say whether the procedure above was justiiiable or
not, because the unobstructed flow is not known. It is suggested that
there should have been an adjustment of the wind speed as well as direc-
tion since both of these terms would be affected by the presence of ob-
stacles. The author has no suggestions, however, about how this adjust-
ment could or should be made. It is his conclusion, then, that the uncor-
rected divergence, vorticity and vertical velocity values are the only valid
ones obtained from the measurements of this experiment. The "corrected"
ones may be used for comparisons among themselves (as was done in
section 3. 2 with the two vertical velocity measurements, as well as in
section 4. 4) but cannot be represented at this time as the results of this
study.

2-1-

IS

Fig. 3. 3. A time series of vertical velocity at the 320 cm level. Two methods
were used: 1) top divergence only (solid line), and 2) two-level
divergence averages (shown by x's with no connecting line).
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Fig. 3.4 .Vertical profiles of windspeed (V, solid line is mast 1,
dashed line is mast 2, and dotted line is mast 3), and the
resulting divergence (dash-dot line) for one-half hour
period (1631-1700 May 4) which was representative of
most other times.

3. 4 Terrain Slope

There was a terrain rise of about 1 to 500 from south to north, thus
divergence and vorticity were not computed for a truly horizontal plane.
The masts were erected to be vertical with respect to gravity but not
with respect to the local geometric vertical. The cups and vanes were
arranged in a plane perpendicular to each mast at heights measured
from solid ground surrounding each mast. This means that theoretically
the cups and vanes responded to the wind component parallel to the
geopotential plane but not parallel to the local horizon. The extent of
these terrain effects on vertical velocity computation would depend
upon the direction of flow with respect to the slope and the wind speed.
A flow of 250 cm/sec in the upslope direction and parallel to the local
horizon would result in a velocity component in opposition to gravity of "
0. 5 cm/sec. A correction for this effect has not been made in the final
results.
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Fig. 3. 5 .The divergence at 320 cm as a function of wind direction
(ý) at mast 1.

4. Error Analysis

4.1 General Discussion

The calculation of divergence and vorticity from the actual wind
measured at three or more points is sensitive to observational errors re- --
gardless of the size of the area involved. Panofsky (1951) and other-"'
authors have illustrated very cogently this point for divergence calcu-
lations. The sensitivity arises from the fact that the contributions by
the horizontal wind components u and v are of the same order of
magnitude regardless of the scale involved. This implies that in gen-

8uK

eral ýLu over some finite distance is about the same magnitude and
apost insin o over the same distance. Consequently, the

mean divergence over the area involved is frequently one order of

IA A K
K, K .K
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Fig. 3. 6. The vorticity at 320 cm as a function of wind direction )
at mast 1.

magnitude less than the terms used to compute it. T'his latter magni-
tude is the same as the discrepancy involved in measuring those terms.
The same line of reasoning holds true for \,o.ticity calculations Thi s
computation involves again a small difference of two large numbers.
In general one could expect to find nearly 100,. error because of dis-

crepancies in raw wind data.

One should not dwell too long on this seemingly insurmountable
barrier. The challenge is to attack it at the source of the trouble.
That is, raw wind data should be improved. The Davis, California
Field Experiment was an attempt to provide this kind of data for the
meso-microscale. Table 4.1l shows measured and estimated di'screp-
ancies. There were certain times (especially light wind s,'tuations)
where the data was not satisfactory. On the other hand, there were
several extended periods where reliable data was obtained ceintinuously
to at least the accuracies indicated. It is to these latter periods that
the forthcoming discussion is directed.
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4. 2 Measurement Errors

Measurement errors in divergence calculations can be attributed to
three effects: (1) inaccuracy in measuring the horizontal wind speed with
cup anemometers, (2) discrepancy in measuring the wind direction prop-
erly with vanes, and (3) inaccurate measurement of the horizontal and
vertical dimensions of the triangular prism shaped volume studied. Each
of these effects will be discussed separately and then a possible collec-
tive effect will be presented.

In Table 4. ], estimations of the measurement inaccuracies due to
observational and instrument error are summarized. The discrepancy of
+ 5 cm/sec for the wind speed was derived from an examination of the
standard deviations of that quantity which were found during the calibra-
tion procedure. The error in wind direction was based on an estimate of
how wall one could align the vanes on a distant object of known bearing.
Since the direction used for computations was an average of five vanes,
it was assumed that the alignment error was + 1 deg. The additionaldegree
deviation comes from an estimate of the error in receiving the signal from
the instrument. The discrepancy in the normal angle necessarily is the
same as in the wind direction.

The inaccuracies shown for horizontal and vertical distances were
subjective estimates of how well one can measure lengths. Deviations
of these latter quantities only distort the shape of the triangular volume,
and, probably do not alter the sense (sign) of the calculated quantities
(divergence, vorticity, vertical velocity) but rather affect their magnitude
somewhat.

Table 4. 2 represents calculations of the error contributions of the
various measured quantities to the resultant computations of this study.
It is evident that even with the relatively small inaccuracies of observed
quantities, a fairly large percentage error (170%) in divergence, vorticity,
and vertical velocity results if all errors at the three masts were addi-
tive. The relatively best condition (57%) is based on the magnitude of
the error in partial divergence (vorticity) at a single mast. It can be
noted that the resultant errors due to direction effects show reduced
discrepancies for the "worst" and "best" conditions. The "most prob-
able" error (98%) was determined by computing the square root of the sum
of the squares of the three partial divergence (vorticity) discrepancies.
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Table 4. 1

Measurement Inaccuracies

Item Symbol Order of Mag. % Error Mag. of Error

Wind Speed V 300 cm/sec 1.7 5 cm/sec

Wind Direction 200 deg 1. 0 2 deg

Normal Angle ýn 45 deg 4.4 2 deg

Triangle Altitude h 8660 cm 0.5 50 cm

Height z 100 cm 1.0 1 cm
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Table 4. 2

Error Contributions
Mag, of +

Item Symbol Order of Mag. % Err Error

COS On CoS On .707 3.5 .0247

Normal Speed Component V cos On 212 cm/sec 5.2 11 cm/sec

Parallel Speed Component Vsinn 212 cm/sec 5.2 11 cm/sec
n

Vcos Cn -l -1
Partial Divergence h 0.024 sec 5.7 .00140 sec

Vsinhn -1 -1

Partial Vorticity h O. 024 sec 5.7 .00140 sec

Divergence 0. - 1 -1
and Vorticity (Worst) 0.0024 sec 170 .004200 sec

Divergence V- 1 -l1Divrgnd c (s 0.0024 sec 57 .001400 sec
and Vorticity (Best)

Normal Speec Component VcosO 212 cm/sec 3.5 7.4 cm/sec
(Direction Effects Alone) n

Partial Divergence VCOS n 0.024 3.5 .000857
(Direction Effects Alone) h

Divergence (Worst) DIV 0.0024 105 .00257
(Direction Effects Alone)

Divergence (Best) DIV 0.0024 35 .000857
(Direction Effects Alone)

Divergence DIV 0.0024 98 .002400
and Vorticity (Most probable) 0

Divergence (Most Probable) DIV 0.0024 61 .001500
(Direction Effects Alone)
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4.3 Simplifying Assumptions Concerning Wind Direction

Two computations of divergence were made. The first used only the
wind direction at tower I and assumed that the flow was unidirectional.
The second computation came from a consideration of the mean wind
speed and direction at all three towers. The resulting vertical velocities
(computed in the same manner for each scheme) were compared and some
revealing disparities noted (see Fig. 4. 1). As previously indicated, the
late afternoon and early evening periods are the most reliable from the
standpoint of steadiness of wind direction and general agreement of the
same between masts. Even though these conditions prevailed at these
times, there still was little agreement in vertical velocity. In fact,
there were times when the two schemes showed opposite trends. One
might argue that such differences could be attributed to the errors in
alignment of the vanes and that the more vanes one used the greater were
his chances for error. This would suggest that the vertical velocities
obtained from the unidirectional scheme are representative of the true
physical conditions. Even if this were true, one should not be led to
this conclusion on the basis of the unidirectional results. It still remains
that horizontal divergence is obtained from the variations of the horizon-
tal wind vector (with emphasis on the word vector). One must consider
spatial variations of both speed and direction as a single and inseparable
entity. In fact, in order to keep from being misled one should avoid
speaking of "speed divergence" apart from "direction divergence."

5. Conclusions

5. 1 A Future Approach

The cup anemometer-wind vane system was used in the Davis ex-
periment for representing the mean vector. Statements of MacCready
(1966) and Bernstein (1967) suggest that there could be significant er-
rors in divergence and vorticity estimates using this system. Such,
however, is not the case. The cup anemometer yields:

V = %/uZ + v2  (5.1)

where V is the speed from the cup and u and v are cartesian com-
ponents of V. If it is now assumed that u is the true vector compo-
nent, v is the crosswind component which provides the overestima-
tion of vector speed. The mean cup speed can then be represented as-,

V - u `+I (5.2)
u .. ;-
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Fig. 4.1. The time series of vertical velocity (ý,) at 320 cm (computed
from top level divergence only) is shown for two cases on
3 May: 1) Mast 1 wind direction used at all masts (solid
line), and 2) Individual mast direction used (broken line).

Neglecting products with perturbations 5. 2 reduces to:

V - (l + C) (5.3)

where the correction factor C is:

c = f+7-1 (5.4)

The horizontal divergence would require a differentiation of 5. 3 with
respect to x.

a G +- 8C ..(5.5)
ax ax ax

where 'V is computed and •x is actual divergence. Anemoclinometer
ax ax

data collected simultaneously with the anemometer-vane values of this
experiment and piovided by Professor C. B. Tanner, Department of Soils,
University of Wisconsin, shows that variations in the correction factor
at the Davis site were of the order 10-3 per 100 m. This would cause
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the term Ux to be negligible in comparison with other terms in 5.5

which are several orders of magnitude larger. The absolute magnitude
of the ;orrection factor cannot be determined from anemoclinometer
data but MacCready suggests that it would range from 0.0 to +0. 1. This
would make the computed divergence values a slight overestimation of
the Lrue divergence. Thus, it is shown that even though the cup-vane
system overestimates the vector wind, large errors do not enter in the
divergence computation because of the negligible horizontal variation
of the correction 'actor.

Future experiments may show that the correction factor is not negli-
jible over a region. It may then be desirable to use a system which
would better represent the vector wind. MacCready makes the following
suggestion:

The best method of getting usable mean flow information is to
integrate the velocity components, say, along the N-S and
E-W axes. Thern the wind flow information is presented as a
vector. This eliminates the error inherent in trying to average
speed along an average direction.

This could be accomplished by using a u-v propeller anemometer.
Alignment problems would still exist but a true wind vector would be
obtained. Three of these instruments could be placed at the vertices
of a triangle such that one horizontal arm is directed along the altitude
and the other perpendicular to it. Once this system were aligned it
would remain fixed, whereas the vane system might tend to change its
alignment calibration. An additional feature of the u-v system is that
the output could easily be converted to partial vorticity and partial di-
vergence with the aid of a small on-site computer.

5. 2 Concluding Remarks

The Cooperativ-3 Field Experiment at Davis, California provided a
significant first opportunity to measure small scale divergence and
vorticity in the earth', surface layer. The system contained errors,
but the eyperience gained represents valuable information for future ex-
perimenLs. It is clearly the veutor wind which is of interest here and
steps should be taken to insure that this is the quantity which is

meisured. One should also consider expanding the array of measure-
ment points. This would give some idea of the linearity of the flow-
a basic assumption in the Bellamy-Bennett technique. A nonlinear flow
can be handled by the technique, dS mentioned in becLion 1. 3, if 'L1h
natvre of the nonlinearity is known. The addition of more measuring
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points would also make it possible to try mathematical schemes for esti-
mating divergence such as has veen clone by Fischer (1962). He repre-
sented the observed winds as mathematical functions of space. The
divergence is then computed by taking the space derivatives of the wind
functions.

If one were going out to specifically measure the divergence and
vorticity in the surface layer and were not particularly interested in the
spatial variation of vertical wina profiles, he would not need to measure
at as many levels as was done at Davis. A single measurement in the
one to four meter range would yield a good first approximation to the de-
sired quantities. This point is illustrated in section 3.2 and in Figs.
3. 3and 3.4.

Future investigators might do well to insu:e that artificial obstruc-
tions are not as close to the measurement site as in this experiment.
The sensors of course also obstruct the flow but with the present state of
the art one can only hope to minimize their effects. Results of this study
have shown that the mean vertical velocity in a surface layer is not nec-
essarily zero, and the next logical step is to examine the effects of this
finding on the momentum budget and also on the structure of the vertical
wind profile.
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THERMAL RESPONSE OF A PLANT CANOPY TO DRIFTING CLOUD SHADOWS*

John Lambert
Depart.nent of Meteorology

University of Wisconsin at Madison

ABSTRACT

An investigation of the thermal response of a Sumac canopy
to solar radiation pulses induced by drifting cloud shadows (with
periods between less than one to more than ten minutes) is described.
General interpretation of the observed data is given in terms of energy
fluxes with respect to the canopy layer. Additional micrometeorologi-
cal observations of the canopy during a 24-hour period of clear
weather are also included. An approach is presented for the expres-
sion of surface temperature variations in terms of time spectra varia-
tions of a radiation forcing function and the physical and thermal
properties of the surface.

1. Introduction

Surface temperature fluctuations of a body may often be related to
fluctuations of the radiant energy incident upon the body. Thermal re-
sponse has been defined by Lettau (1959) as the ratio of the surface tem-
perature amplitude to the amplitude of the radiation forcing function. The
initial presentation of the thermal response theory (Lettau, 1951) described
the temperature distribution in terms of net radiation, the thermal param-
eters of the air and the underlying medium, and the nature of the interface
between the two. A method for the experimental investigation of the theory
was given which was subsequently tested with respect to several different
surface types.

A first series of controlled shading experiments was carried out by
Lienesch (1961) on a mown, grass-covered surface, but the results were
inconclusive. Similar shading experiments were performed first by
Federer (1962) on a concrete surface, and then by Turner (1962) on the

Part of this work was submitted to the University of Wisconsin in partial
fulfillment of the requirements for the degree of Master of Science, with
Professor H. Lettau as thesis advisor.

43



44

ice of Lake Mendota at Madison. The present study is a series of
shading experiments under natural conditions with restricted control.
The surface in this study is a plant canopy; that is, the actively trans-
piring portion of a dense grouping of plants, so that the underlying soil
can be considered only as a remote portion of the environment.

Many investigators have determined individual leaf temperatures;
a partial list includes Watson (1934), Curtis (1936), Wallace and Clum
(1938), Gates (1964), Linacre (1964) and Knoerr and Gay (1965). Tem-
peratures of leaves in response to light intensity variations have been
measured by Shull (1936), Ansari and Loomis (1959), and Gates (1963),
among others. Generally, sunlit leaf temperatures remain above air
temperature when the latter is less than about 30 C. When the air tem-
perature is above this value the leaves tend to be slightly cooler than
the surrounding air due to transp'-ation. The time lag of leaf tempera-
ture behind changes in radiant intensity have been observed to be between
one and three minutes, depending on the mass and moisture content of the
leaf.

The study of the thermal responLe of a canopy is an observation
of an assembly of leaves in their natural positions, which also includes
energy exchange of the leaves with one another. A canopy of Smooth
Sumac, Rhus glabra, was selected for the study because of its rela-
tively uniform, well-defined nature and obvious similitude to a model
forest. Also, the canopy chosen was 1.5 to 2 m above the ground, which
made the installation of micrometeorological instruments in this miniature
version relatively easy as compared with the prototype forest.

In contrast to earlier work by Lienesch and Turner, the shading and
unshading of the canopy was provided by nature by drift of isolated
cumulus clouds. Duration of cloud shading ranged from less than ten
seconds to about twelve minutes, usually at quite irregular intervals.
Light reflected from approaching clouds and the indefinite cloud margins
caused departures from the square waves of solar radiation induced ia
previous shading experiments. These irregularities were a disadvantage,
but artificially shading a large enough area of canopy would have been
difficult and impractical.

2. Description of Site

The Sumac stand was located on the Grady Tract of Universitv of
Wisconsin arboretum; Fig. 1 is a map of the area also showing instru-
ment placement. The site was on a low, level ridge which was oriented
N 34 W, with the terrain sloping 3,/o to the northeast and 6% to the south-
west. The underlying soil was a Wyocena series, loamy fine sand.



45

N G

\% 0 n!

O 50

SCALE IN METERS J

E0 NET RADIOMETER BELOW
o NET RADIOMETER ABOVE

.• ANEMOMETER MAST
CANOPY TEMPERATURE

THERMOCOUPLES
O AIR TEMPERATURE THERMOCOUPLES
* REFERENCE JUNCTIONS
* PYRANOMETER TOWER
a SOIL TENSIOMETERS

Fig. 1. Sumac stand, showing location of instruments

The tallest Sumac trees were on the ridge, the height of the canopy
decreasing to the southwest but sloping more gently to the northeast.
The upper surface of the canopy was about 2. 1 m above the ground in
the area of the radiometers, 1o8 m at the wind mast, and 1.6 m at the
air temperature mast. Thus the portion of the canopy under observation
sloped N 83 E at about 8%. The vertical thickness of the canopy was
about 20 cm in all parts of the stand, and the degree of closure about
75% (see Figs. 3 and 4). The only irregularities were slight undulations
and occasional holes, as indicated on the map and in Fig. 2. The
stand margin was delineated only by a lesser density of plants and
more holes in the canopy. Tall grass of about 30 cm height covered
most of the ground surface, with only a few scattered honeysuckle
and smaller sumac plants between this and the canopy.
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Fig. 3. Cross-sectional view of Sumac canopy
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3. Instrumentation

3. 1 Temperat,::rc Measurements

Fine wire thermocouples were threaded into leaves at the top and
at the bottom of the canopy. At each level two junctions in different
leaves were connected in series to space-average variations in leaf
orientation. The thermojunctions were made by electroplating copper
onto about 50 cm of a I m length of #40 gauge constantan wire. Instal-
lation of a thermocouple consisted of threading the constantan end of
the wire through holes pricked in two adjacent veins on the underside
of a leaf. The wire was pulled through until the thermojunction was
placed between the veins, which held the wire against the leaf. Some
radiation heating may have been incurred by the light transmitted by the
leaves, but it was considered negligible. The thermocouple signals
were recorded continuously on a Honeywell Visicorder Oscillograph.

Ventilated, shielded, 10-junction thermopiles were arranged at
four levels above the canopy and at one point below to measure the air
temperature differences between these levels. Similar 2-junction thermo-
piles served to measure independently (as a check) the temperature dif-
ferences of the highest and the lowest levels, relative to a reference
temperature. The nominal heights of the thermopiles above the average
canopy were 29, 48) 83 and 146 cm, the upper limit being the height
of the mast and the accuracy being limited by uncertainties in an esti-
mate of the true canopy height. The construction and operation of the
thermopiles are discussed by Super (1964). The time constants of the
units were of the order of three minutes.

The reference for all thermocouples was the soil temperature at 40
cm depth. A platinum resistance thermometer was held in close thermal
contact with the thermopile reference units by wrapping 1 mm diameter
copper wire tightly around all of them. Each of the thermopile signals
was recorded every 15 seconds and the resistance thermometer signal
was recorded once each minute.

3.2 Radiation Measurements

A silicon solar cell and an Eppley pyranometer were mounted on
top of a six-meter tower at the edge of the stand. The short time con-
stant of the solar cell (less than one millisecond) provided ii.stantaneous
radiant intensity values. The 10-junction Eppley unit served as a check
with respect to radiant intensity.

A
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A ventilated net radiometer of the type described by Suomi,
Franssila and Islitzer (1954) was supported by a pole 70 cm above the
middle of the canopy and three more were positioned below the canopy
in the same area to obtain the average net radiation at this level. The
radiometer signals were handled on the second channel of the digital
printer and were recorded once every 15 seconds.

3. 3 Wind Measurements

A mast to measure a vertical profile of the air movement across the
canopy was equipped with anemometers of the light weight type manu-
factured by Thornthwaite Associates, Inc. One of them was below the
canopy 75 cm from the ground, and five other anemometers were at
nominal heights of about 17, 57, 97, 137 and 1`7 cm above the canopy.
Counting mechanisms were read and rec-rded at intervals of from nine
to thirty-five minutes.

3.4 Moisture Measirements

Soil tensiometers made by the Irrometer Company of Riverside,
California were installed early (late May, 1966) so they would be in
satisfactory contact with the soil. They were placed at depths of 25
cm and 50 cm to give a general indication of the relative availability
of soil moisture to the plants. The values of the vacuum gauges were
recorded each day at about noon.

Wet bulb depressions were obtained at the two lowest air teripera-
ture measurement levels, that is, above and below the canopy. The
design of these units is described by Super (1964). The wet bulb de-
pressions were recorded once each minute by the same system that
handled the theimopile signals.

4. Observational Data

4. 1 Data Collection

On 20 July, 1966 conditions were favorable for tha development of
cumulus clouds. Data were recorded during two observation inteivals;
one of thirty-seven minutes from 1043 to 1120 CST, and another two
hundred and four minute interval from 1203 to 1527 CST. Favorable con-
ditions occurred again on 2 August, observations were made for forty-
four minutes starting at 0907 CST, and forty-three minutes from 1001
until 1044 CST. This produced data on micrometeorological effects of
cloud shadings during four separate intervals. Table I shows the
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meteorological similarities and ditferences of the intervals during which
data were collected. A sample of the data collected during cloud pass-
age is illustrated in Fig. 5.

Table 1. Meteorological data during the four observation periods.
c = amount of sky cover (in all cases cumulus); Z = height (m) of cloud
base (both c and Z from recordings at the nearest USWB Station, Truax
Field, Madison); G = global radiation (ly/min); T14 6 = air temperature
(C) at 146 cm; RH = relative humidity (%) at 29 cm; Vm = wind speed
(cm/sec) averaged for all profile levels.

Date CST c Z G T1 4 6  RH Vm

8-2-66 0907 to 1/10 900 1.28 19.0 60 134
0951

8-2-66 1001 to 1/iO 900 1.45 19.7 61 157
1044

7-20-66 1043 to 3/10 1200 1.57 20.0 49 139
1120

7-20-66 1203 to 3/10 1300 1.49 21.1 44 104
1527

4.2 Radidtion

The records show that one hundred thirteen cloud shadings oc-
curred during the experiment. However, the solar cell recorded mary
radiation fluctuations which were not readily discernible to the human
eye. As a cloud approached, the light reflected from its side would
increase the total global radiation by aboLt 0. 05 to 0. 1 ly/min before
the cloud shaded the canopy. Under the cloud, light was still being
reflected from the cloud edges, and this reflected intensity would
first decrease and then increase as the trailing edge of the shadow
approached. Global radiation was reduced by the cloud to about
twenty to thirty percent of its unshaded intensity. All of these fluc-
tuations produced deviations from an ideal square wave of global
radiation, but they covld be analyzed adequately.

Similar to global radiation, the net radiation above the canopy
was reduced under a cloud to about five to fifteen percent of its un-
shaded intensity. The net radiation beneath the canopy varied rela-
tively the most. Although the average of three sensors was used, the
spatial structure of the canopy caused additional, short-time extreme
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Fig. 5. Data sequence, 20 July 1966. TT and TB temperature at top and
bottom of canopy, G = global radiation, NA and NB net radiation
above and below canopy.

fluctuations. For example, within sunflecks, nearly full intensity solar
beam radiation was added to long-wave radiation from a hemisphere of
leaves, which were warmer than clouds or clear sky. In the unshaded
condition, the net radiation beneath the canopy generally amounted to
about ten to fifteen percent of the same measurement above the canopy.
The difference between these two measurements approximated the radiant
energy flux density intercepted by the canopy.

4.3 Wind

No attempt was made to observe fluctuations Jn wind speed of shorter
periods than the time averages of from nine to thirty-five minutes mentioned
earlier. The horizontal extent of the canopy was too limited to establish
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an equilibrium wind profile. It was expected initially that the wind
measurements would only result in a relative indication of the air flow
across the canopy, and that this could then be generally related to the
transport of sensible or latent heat to or from the canopy.

4.4 Canopy Temperature

Under sunlit conditions, both top and bottom canopy temperatures
were above ambient air temperature, the upper leave s being warmest.
Shading by a cloud reduced the canopy-air temperature differences (at
both the top and bottom) by about half for the 20 July shadings, and
actually reversed sign on 2 August. The temperature gradient from top
to bottom of the canopy reacted in a similar manner. On 2 August the
clouds were smaller and more widely scattered than on 20 July. When
a small cloud shades the canopy, there remains a signifkiant portion
of clear sky to which the canopy radiates. In addition, higher wind
speeds on 2 August may have aided in the depression of canopy tempera-
tures below air temperature by increased transfer of latent heat.

Sensible heat transfer from the canopy also seemed to be directly
influenced by wind speed, as would be expected from theory. Even
though the wind speeds were not recorded continuously, it was found
that gustiness was distinctly related to the sunlit canopy temperature.
Whenever a gust came along, the canopy temperatures dropped, but
under shaded conditions the lowered canopy temperatures showed no
such reaction, probably because of the decreased canopy-air tempera-
ture differences.

4. 5 Air Temperature

Contrary to initial expectation, the air temperature about one and
one-half meters above the canopy aid not tend to remain fairly constant
through all of the shading periods. In spite of their time constants of
about three minutes, the air temperature sensors indicated significant
changes even for two and three minute shadings. From the sunlit lapse
conditions, shading changed the vertical temperatore profile toward the
isothermal, and for longer periods even produced inversion conditions.
This can have resulted from the great horizontal extent of the shaded
area and the tendency for cooled air to move along beneath the shading
cloud.

The air temperature below the canopy seemed to behave also con-

trary to expectations. With sunlit conditions, instead of being cooler

under the canopy, it was one to two degrees warmer than above the
canopy. Also, at night (see Fig. 8), the air below the canopy was
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cooler than even the first level above. There seem to be two factors
at work. First, due to incomplete canopy closure the energy exchange
was not all taking place at the canopy surface (see section 5.2); that
is, radiation heating and cooling of the soil surface was significant.
And secondly, the sumac stand margins were sufficiently closed to limit
air flow through the stand and prevent mixing, thus creating the extreme
air temperatures for the stand.

4.6 Moisture

The soil tensiometers were read at about noon on every day the
stand was visited. Continuity between the readings permitted interpola-
tion of missing data except on days following precipitation. The time
sequences of the tensiometer readings from the two depths are illustrated
in Fig. 6. Here the ordinate is in relative units of tension; thus, low
readings indicate ready availability of moisture. Also included on this
graph are the daily totals of precipitation at Truax Field.

As the soil moisture was gradually depleted during the period pre-
ceding 10 July, the remaining moisture was being held at high tensions.
On two occasions the air seal on the 25 cm tensiometer was broken by
the tension, and several sumac trees on the stand border wilted and died
abruptly during this period. When precipitation did come, there was a
seven day lag of soil moisture replenishment at 50 cm behind that at
25 cm.

Generally, both the relative and absolute humidities were higher
beneath the canopy than above it. This can be attributed to the reduced
air motion beneath the canopy and reduction in transport of water vapor
away from the canopy. Even considering the different time of day, the
atmospheric moisture appeared to be greater on 2 August than on 20 July,
and this may have had some effect on the thermal response of the canopy.

5. Diurnal Cycle

During a twenty-four hour period of generally clear weather, readings
were taken during a fifteen minute interval every two hours beginning at
0700 CST on 30 July. Aside from yielding a low frequency value for the
thermal response relations, some results are of general interest. The
radiation and temperature sequences appear in Figs. 7 and 8. Not included
in the graph is global radiation measured by the Eppley pyranometer. It
showed higher values than the solar cell in the morning and lower values
in the afternoon and attained peak values about an hour earlier than either
the solar cell or the net radiometer; both facts indicate that the Eppley
was somewhat out of level toward the east.
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The net radiation above and below the canopy reversed sign simul-
taneously at 1750 and 0540, in a rather abrupt revers-I -f the net heat
exchange of the canopy. This coincided closely with the reversal of
the air temperature profile.

The canopy temperatures reached a peak before noon, suggesting
a strong coupling to radiation since the canopy was "out of level"
toward the east. Even though the canopy temperatures decreased after
noon, the air continued to be heated until the canopy cooled below air
temperature. Note the temporary increase in canopy temperatures and
air temperature at 29 cm in the middle of the night. This was asso-
ciated with an increase in wind speed at this time, and hence greater
mixing and conduction of heat to the canopy.
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6. Analysis of Data

6. 1 Amplitudes, from Variance Spectra

Spectral analysis was used to estimate the amplitudes of the radia-
tion and canopy temperature fluctuations associated with the variable
cloud shading periods. The spectral analysis interpolates between the
actual cloud shading periods and produces amplitudes of many inter-
mediate periods; it also extrapolates the data to longer periods, with an
associated decrease in reliability. The four observation intervals were
analyzed separately, which helped to bring deficiencies in some of the
data to light. Only relatively short period shadings occurred on 2 August
and during the first interval on 20 July. In fact, on 2 August only one
shading exceeded a minute. The analysis indicated that the data from
short shading periods could not be extended to longer periods, so only
data from the long observation interval on 20 July, 1966 were used to
discuss canopy thermal responses. Additional data from the diurnal

cycle provided amplitudes for the diurnal (1440-minute) period. Com-
puted were amplitudes of global radiation as measured by the solar cell,
net radiation above the canopy and canopy temperaturc,

6.2 ThermalResponse

Thermal response of the canopy surface was defined in section 1.1.
Amplitude ratios were computed as a function first of global radiation
and then of net radiation above the canopy. Graphical plots of observed
thermal response of the canop ' top surface relative to global radiation,
and also relative to net radiation, are presented in Fig. 9.

As might be expected, the canopy surface temperature responds more
closely to net radiation than to global radiation. This is partly due to
the larger amplitude of the global radiation, since a decrease in net
radiation caused by a cloud shading represents not only a decrease in
global radiation but also includes both reflected global radiation and out-
going longwave radiation (decreased surface temperature). Furthermore,
there can be an increase in incoming Longwav, radiation (if the cloud
base is relatively "warm"). For longer periods the radiation emitted from
the surface decreases further, the cloud may be larger, so the difference
in response is dependent upon the length of shading period..

7. Conclusions and Comments

The dependency of the canopy surface temperature response (to either

global or net radiation cycles) upon shading period has implications with
respect to the canopy's energy budget. As shading periods are shortened
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Fig. 9. Thermal response of the canopy surface to global radiation and
net radiation for afternoon observations of 20 July 1966.

the t.emperature amplitude is decreased. Due to limited heat storage in
the canopy, its thermal properties become increasingly important in the
thermal response at the higher frequency radiation oscillations. For
longer shading periods the sensible heat stored in the canopy becomes
negligible and the canopy acts simply as an interface where the net
radiation is transformed into latent and sensible heating of the atmosphere.
For these longer periods the rate at which the latent and sensible heat
can be transferred away from the canopy is critical. The intensity of
over-all air motion is an important factor in this respect, and equally
important is the aerodynamical surface roughness as determined by the
structure of the vegetative canopy.

The potential for representing energy budgets of various vegetation
types in terms of thermal response curves such as Fig. 9 is obvious.
One difficulty is lack of precise definition of height of temperature
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measurements relative to the canopy. Energy absorption and transforma-
tion is occurring through a layer of canopy. However, extinction coef-
ficients based on spectral properties and arrangements of leaves in the

£ canopy could partially account for this discrepancy. In addition, a
radiative surface temperature measured by an infrared thermometer from
some standard position (i. e., the vertical) could be used even though it
might not refer to the same level at which energy is absorbed. Thus,
for any given vegetative surface one could characterize the thermal
response and energy budget on the basis of spectral and thermal proper-
ties of the leaves and their vertical and horizontal distributions in the
canopy, provided that appropriate soil and soil moisture data could be
o'itained.
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THERMAL RESPONSE OF A CONCRETE SLAB TO CONTROLLED

DAYTIME AND NIGHTTIME CYCLES OF RADIATION*

John Colin Turner
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT:

In a micrometeorological field experimentation, artificial
radiation cycling was produced by sun shadings as well as a
grid of heat lamps. By appropriately varying the lamp voltages,
incident radiation could be controlled to resemble a simple
sinusoidal curve.

A concrete slab (75 feet by 50 feet) was used in which heat
flow sensors were installed to a depth of 12 cm, and measure-
ments of air temperatures (to a height of 6 cm), net radiation
and solar radiation, as well as wind speeds (to a height of 150
cm), were made.

Radiation pulses with periods ranging from 5 to 40 minutes
were induced. Data were collected on 9 fieid experiments,
4 by day and 5 by night. The forcing functions and the response
functions (surface temperature, heat fluxes into the air and con-
crete) were harmonically analyzed.

Within measurement uncertainties which are discussed,
measured thermal response agreed with that predicted by the
theory developed by Lettau.

1. Introduction

This work is the latest in a series of studies (Lienesch (1961),
Federer (1962), Turner (1963), and Lambert (1967)) at the University

This work is an extract from the thesis submitted to the University of
Wisconsin in partial fulfillment of the requirements for the Ph.D. degree,
with Professor Lettau as advisor.
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of Wisconsin concerned with the field measurement of the thermal response
of groundAir interfaces. The theoretical basis was provided in two
papers by Lettau (1951, 1952). lettau's model, as set forth in those
papers, was an attempt to predict the temperature response of a ground!
air interface in terms of both some basic thermal and aerodynamic
properties of the media and the frequency-amplitude properties of the
net radiation forcing function.

At that time, Lettau referred to such predictive attempts as consti-
tuting a "synthetic climatology." Recently (unpublished class notes,
1960's) he has used the term climatonomy instepd. In this field, he
would include the quantitative explanation (response functions) of other
climatic elements as well as that of the primary element-temparature.

In a paper in 1959, Lettau suggested that semicontrolled field ex-
periments might be possible for the testing of his model, and for the
determination of the thermal admittance of the ground. The thermal
admittance of a heat-conducting medium is given by 1 = (XC)i
(cal cm 2 det C-1 min-), where X is the thermal conductivity and C
is the volumetric heat capacity. Priestley (1959, p. 99) uses the term
"conductive capacity" for the same quantity, and both terms are usefully
descriptive. A knowledge of effective thermal admittances is basic to
a quantitative explanation of local climates. The greater the thermal
admittance of the underlying medium, for example, the less will be the
surface temperature response to the same heat flux changes.

Lettau proposed that natural surfaces be subjected, by means of
movable sunshades, during the mid-day hours on cloudless days, to
controlled step functions of radiation. Frequency cycles if the range
1 cycle/min to 1 cycleA/our are more useful for estimating effective
thermal admittance than the natural geophysical cycles (day and year).
The shorter the cycle, the greater the proportion of the radiant energy
forcing function which enters and leaves the ground. This is a conse-
quence of the height dependence of the eddy diffusivity (for heat, KH)
of the air (e.g., see Van Wijk, 1963, p. 124).

In the present paper, another way of inducing a radiation forcing
function will be examined as well; heat lamps directed at the ground
surface. To avoid complicating factors such as evaporation and physi-
cal inhomogeneities, a large slab of concrete will represent the ground,
the same block as was used by Federer (1962).

It was decided to examine the practicability of nocturnal experi-
mentation, using heat lamps above the surface as the source of the
forcing function. Days which are cloudless for the several hours around
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noon are infrequent in Wisconsin. In addition, artificial illumination
provides the possibility of using a forcing function which is close to
sinusoidal, rather than the step-function which necessarily results from
day-time experimentaion.

2. Description of the Experiments

2.1 Site of Experiments

The experiments were carried out at the Arlington Experimental Farm
of the University of Wisconsin. Federer has fully described the site in
his thesis (1962), and the reader is referred to that work for more details.
The slab of concrete measures 75 feet east-west by 50 feet north-south,
and is about 6 inches thick, resting on 6 inches of gravel.

In the summer of 1962, after Federer's work was completed, I
added new sensors to the concrete. The central one-meter square of the
central ten foot square of concrete was removed and newly constructed
sensors were installed.

To secure a uniform albedo for the concrete surface, the whole block
was given a coat of "Thoroseal" ("pearl grey") in mid-summer of 1965,
before any of the runs to be described later were made. "Thoroseal" is
a filler and sealer, used to protect concrete surfaces. It is applied like
paint or a thin plaster to the concrete. One month after the coating was
applied, the albedo of the surface was measured near noon on a cloud-
less day by successively directing the Kipp pyranometer (appropriately
levelled in each case) at the sky and at the concrete. 'The mean value
of four such comparisons was 43 percent, with extremes of 44 percent
and 41 percent.

2.2 Instruments

I measured temperature and heat flow using copper-constantan ther-
mocouples of four junctions each between the following twelve levels:
.1, . 5, 1, 1.5, 2, 3, 4, 5, 6, 7, 8 and 12 cm.

I measured air temperature also by thermocouple methods. To se-
cure representative profiles of air temperature, it was necessary to
make measurements close to the surface, in the lowest few cm.
I made a very light framework of plexiglass, carrying a thermopile of
ten junctions to measure a delta T over a vertical distance of five cm.
Additionally, a three-junction thermopile was mounted at the lower
level, to measure absolute temperature via a reference bath. The plexi-
glass frame was covered by a minimal radiation shield of sheet aluminum;

Ft
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and the whole unit could be raised or lowered at the end of a horizontally
swinging arm, about 1.5 m long. The swinging arm was activated by an
electric motor drive. Becaurse of the simple design of the mechanism, the
speed of horizontal travel was not constant; the arc of motion (length
about 110 cm) was traversed in about two seconds in one direction and
four seconds in the other. The mean ventilation rate was therefore about
35 cm/sec.

Dr. Tanner of the Department of Soils supplied a single net radiometer
of the forced-ventilation (Suomi) type. The sensing plate of this instru-
ment was mounted at a height of 34 cm. I used the same mounting sys-
tem as Federer. During the daytime measurement runs, i Kipp and Zonen
pyranometer ("solarimeter') was mounted on a small wooden stand, to
bring it to the same height as the net radiometer.

Thornthwaite three-cup anemometers were used to measure wind pro-
files. I had available 2 four-anemometer masts. On some runs eight
anemometers, on other runs only four anemometers on one mast were
available.

When the two masts were in operation, one was placed close to the
other sensors (1 - 2m away) and the other was put further away (3 - 4 m)
but having about the same length of wind fetch across the concrete sur-
face. The aim was to use the more distant mast as an approximate con-
trol.

On the more distant mast, nominal heights of the anemometers were
21, 41, 81 and 161 -m. On the nearer mast, heights were 11, 31, 71
and 151 cm. On the occasion of each run, however, heights of each
sensor above the local concrete surface were measured. The actual
heights were usually within 4 I cm of the nominal height.

2. 3 Experimental Control of the Radiacion Forcing Function

A four-legged framework on wheels provided the basis for both day-
time and nighttime control of the forcing function. During the day, the
frame which was a square with sides ten feet long was covered with a
tarpaulin to shade the surface, and at night it supported lamps directed
at the surface. I made the frame and its legs from 16-gauge angled and
predrilled steel, which comes in ten-foot lengths. The frame was about
two meters above the surface.

In daytime use, I positioned the frame so the shadow from its tar-
paulin was on the sensors, with as much upwind fetch as possible in-

side the shadow. All the runs were made sufficiently far into autumn
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to allow placement such that the sensors had open sky and not the tar-
paulin directly above them. During unshaded half-periods, the frame-
work was pushed to one side or downwind.

In nighttime use, the tarpaulin was removed and twenty 120 volt,
250 watt reflector infrared lamps were added to sockets on the under-
side of the framework. The front surfaces of the lamps were about 179
cm above the concrete surface. A 220 volt input, 5000 watt variable
transformer supplied power to the lamps which were connected in paral-
lel pairs.

I measured, on one night only, a relationship between net . adia-
tion and voltage for net radiometer and lamps in normal placement.
This relationship can only be approximate because of such variables
as surface temperature, radiation from the sky and aging properties of
the lamps. Slight hysteresis effect was present, perhaps depending
on the direction of voltage change.

For the present work, however, no effort was made to take the
variables into account. The calibration curve was used to construct
graphically a step function of voltages, approximating a sinusoidal
function (shown in Fig. 1). The time intervals for the application of
particular voltages were adjusted proportionally to the total length of
the period which was being imposed. Output of the lamps was such that
an amplitude of about 0. 15 ly/min net radiation was obtainable in each
cycle. Even the rough and ready method I have described here was
capable of producing forcing functions which usually had 95% or more
of their variance in the first harmonic.

2. 4 Recording of Data

The signals from sensors within the concrete were led via a 24-
position, one rpm stepping switch to a Honeywell Accudata II DC
amplifier, and then to a Hewlett-Packard 405CR DC digital voltmeter.
The voltmeter was read by a Hewlett-Packard 561B digital printer,
which produced a printed paper sixip.

The particular combination of equipment which is listed above has
been developed as a system by C. R. Stearns over the past 7 - 8 years.
In that time it has been used, for instance, by Super (1964), Hamilton
(1965) and Lambert (1967). For technical details, the reader is referred
to Stearns (1962).
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Fig. 1. Theoretical sine curve (dashed line) and the step function of
net radiation which was constructed to approximate it.

2. 5 Description of the Experimental Runs

Five runs were made in the 1964 season and nine in the 1965 season.
Only the data from the 1965 season have been examined for this thesis,
because a preliminary examination showed that data from 1964 were in-
ferior in some respects. The 1965 runs extended from Augdst 23 to Novem-
ber 4. Four were done in the daytime, five at night. Two of the daytime
runs included natural shadings by fairweather cumulus clouds, but this
aspect of the data has not been examined for the thesis. On all other
occasions, night and day, the sky was cloudiess.

3. Analysis of Data

3. 1 Parameters

In Section 2. 1, it was mentioned that surface albedo values of 0. 43
were determined. To compute the outgoing longwave radiation, a value
for the emissivity of concrete was required. Data in the literature are
conflicting (e.g., Brooks, 1959, vs. Holden and Greenland, 1951), and
the value of 0.98 obtained by Federer (1962) was finally used. Aero-
dynamic surface roughness z0 for the concrete was estimated to equal
0. 010 cm.
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It remained to determine u*, the other aerodynamic parameter of
Lettau's models. My lowest anemometer was at about 11 cm, provid-
ing a favorable height:fetch ratio for the expected minimum fetch of
10 m. Presumably too, this anemometer was close enough to the sur-
face for the wind profile to be close to the simple logarithmic form
regardless of whether conditions were adiabatic or diabatic.

I calculated u* for all the runs using equation (3. 1. 1), with
z0 = 0. 01 cm and z = 11 cm nominal height (varying slightly from run
to run). u*, as calculated, ranged from 2 cm/sec to 34 cm/sec for
the nine runs, in each case averaged over periods varying from 5 to
29 minutes.

For values of u* as low as 2 cm/sec we must inquire whether or
not flow might be called "smooth." Sutton (1953, p. 82) following
Nikuradse, list the following criteria:

U *Z0

Smooth flow:, u < 0.13V

Fully-rough flow: * > 2.5V

where v is the kinematic viscosity of air. At 10 degrees C, for in-
stance, v is 0.14 cm2 /sec (Smithsonian Meteorological Tables, 1958).
Thus, for u* = 2 cm/sec and z0 = 0. 01 cm,

U zn 14
V

To achieve fully-rough flow with the given surface roughness
parameter, a u* of 35 cm/sec would be required, according to
Nikuradse's second criterion. However, Nikuradse's results were ob-
tWined under laboratory conditions. In my field situation, air passing
across the smooth surface of the concrete has had a very recent history
of passage across the much rougher nearby grass, and might be ex-
pected to retain some turbulence properties. Accordingly, it seems
reasonable to accept some relaxation of the criteria, and I shall assume
that fully rough flow prevails.

There was every expectation that the ccncrete would behave as a
homogeneous conductor of heat. Accordingly, an analysis was performed
to test this hypothesis.

For a homogeneous conductor (e.g. see Van Wijk) 1963) straight-
line relationships obtain between both the natural logarithm of the ampli-
tude of the jth harmonic versus depth, and the phase angle of the ith
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harmonic versus depth. Lettau (1954, and in Dalrymple, et al., 1963)
has elaborated on this treatment and shown that for a homogeneous con-
ductor, a direct plot of the natural logarithm of the amplitude versus the
phase angle of the same amplitude should yielre a straight line with a
1: 1 slope. Such a plot has b1en made for the first harmonic of the 20
minute periods for Runs 2 and 7, including eight depths (0. 1 cm to 5 cm)
for Run 2 and seven depths (0. 1 cm to 4 cm) for Run 7.

It seems valid to conclude from inspectior of the diagram that at
least in the top few cm the concrete behaved as a homogeneous con-
ductor. From Lettauts development (Dalrymple, et ai., 1963), we obtain
the thermal diffusivity, K, to be 0. 0117 cmz /sec (0.702 cm2 /min).

By definition K- X/C. An inspection of values of X and C for
concrete in the literature (e.g., Ingersoll, 1948; Carslaw and Jaeger,
1959) suggests that C is somewhat more conservative than k. Federer
(1962) found the following values for K, C and k using a method for
K similar to the one I have used, and C and k ultimately from the
calibration factor for his heat flux plate at 7 cm:

K: 0.674 cm' /min

C: 0.50 cal/cm 3 /deg C

X: 0. 337 cam/cm/min/deg C

By regarding the C for the concrete us3d in my experiments as
being the same as that used in Federer's (a value which is close to the
mean of the values quoted in the two works mentioned above) namely
0.50 cal/cm3 /deg C, and accepting my estimate for K (0.702 cm2 /min)
k is calculated to be 0. 351 cal/cm/min/degC (0. 00584 cal/cm/sec/
degC) and L is 0.419 cal/cm2 /deg C/riin2 (0. 0540 cal/cm2 /deg C/
sec-).

3. 2 Calculation of Heatflux

in practice, the temperature integral method is o:"Pn combined wiLh
a flux plate, the former measuring storage changes in those layers above
the plate. Tanner (1963) provides a critical summary of the three methods
of estimating soil heat flux density. After some preliminary examination,
I decided to use two methods to calculate B0 for the runs in the form

BO = - A
B -Az 0 to 1 cm

and the temperature integral-flux plate combination:
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B (change in heat storage) (heat flux plate
inthetop-cm at cm

Values for X and C as discussed earlier in this section were used,
together with the sand bath calibration factor for the 0. 5 cm flux plate.

The results of computations for two representative 20 minute
periods are given in Figs. 2 and 3. Net radiation values are included
for comparison. All in all, the combination method appears to give
results which best connect with the net reliation patterns. For instance,
the spikes shown between half-periods in the combination methodts re-
sults in Fig. 2 seem reasonable physically, since surface temperatures
change very rapidly at those times. Theory indicates that for periods
as short as 20 minutes at a concrete surface, more than 90% of the forc-
ing function should be partitioned towards heating the concrete. Harmonic
analysis of the data in the two figures yields the results summarized in
Table 1. Flux plate data alone were not analyzed.

Table 1. Results of harmonic analysis of B0 data from two sample 20
minute periods, Runs 4 and 8.

Run 4 Run 8

Amplitude first harmonic (ly/min) 0.273 0. 152
Relative variance first harmonic (%) 81 97

B0 by temperature gradient method
Amplitude first harmonic (ly/min) 0.202 0.156
Relative variance first harmonic (%) 87 98
Ro phase - BO phase (radians) -0.234 -0.237
ABo /ARo 0.74 1.03

BO by temperature integral method
Amplitude first harmonic (ly/min) 0. 223 0. 192
Relative variance first harmonic (%) 81 80
Ro phase - BO phase (radians) -0.237 -0.161
ABo/ARo 0.82 1.36

It seems that both methods can overestimate B0 , as well as provide
phase angles which are slightly greater than that of the forcing function
instead of slightly less as theory predicts (and diurnal measurements
confirm).
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3.3 Experimental Results Compared with Theory

In Figs. 4 and 5 are plotted the data obtained for two representative
runs-Runs 2 and 7, respectively. Particular emphasis was placed on
10 and 20 minute periods during the experiments, it being felt that their
length was short enough to be convenient for several repetitions, and yet|

long enough so that the lamps or shade did not need to be handled too
often. With very short periods, too, a minute-by-minute sampling sys-
tem, such as the one I used, is too infrequent to adequately record the
information.

For a complete listing of the results, reference is made to the orig-
inal thesis manuscript of the author. Surface temperature (T0 ) values were
corrected for long term trends before being analyzed.

We seek to compare field measurements with model predictions. The
thermal responses are our prime concern, but other amplitude ratios as
well as phase angle differences are also of interest. For Lettau's older
and newer model (Section 1. 2), we used a camputer program to obtain
numerical values for all the ratios and phase differences of interest. The
volumetric heat capacity of the air was held at 0. 0003 cal/cm3 /deg C. 1

The thermal admittance of the slab was set at 0.419 cal/cm2 /deg C/main.
The period was varied from 40 minutes to 5 minutes in 5-minute steps
and the adiabatic mixing velocity from 34 cm/sec to 2 cm/sec (the ex-
tremes encountered in the nine runs) in 1 cm/sec steps. For each of the
combinations of the independent variables, a computation of the various
amplitude ratios (e. g., ,T 0 /AR 0 , I A60 /AR 0 , AT0 /AB 0 ) and phase angle
differences was printed out. The mean surface temperature was dn inde-
pendent variable varying from about 0 to 280C during the nine runs.

The two models yield very similar predictions for the circumstances
of these experiments, as we see by inspecting Figs. 6 and 7. In con-
trast with the strong influence of frequency on thermal response, the in-
fluence of u* is weak, while that of surface temperature is almost
negligible.

The observations have been grouped according to the prevailing u.
While scatter is considerable, a clear gradation according to u*' is
discernible. Generally the higher u* values refer to daytime runs.
The lowest five points for the 20 minute period are all from Run 3. They
are all that there is of Run 3, and are in such wide disagreement with
all other values that there must be a strong suspicion that there was an
error in their measurement or computation. However, I have not been
able to find such an error.
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Fig. 4. Data plotted for Run 2, Sept. 2, 1965; six 20 minute periods. A0 by
eddy diffusion measurement was not available. B0 here was obtained
by the combination temperature integral-flux plate method.
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Fig. 5a. (Continued on following page) Data plotted for Run 7, night of Oct.
27-28, 1965. Sequence of periods (in minutes) was: 5-5-5-5,

10-10-10-10, 20-20-20-20, 40-40-40 and 5-5-5-5. A0 obtained
by eddy diffusion equation, B0 by combination temperature integral-
flux plate method.
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Fig. 5b. (Continued from previous page) 40 minute periods and final
5 minute periods for Run 7.
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Fig. 6. Based on R0, model predictions (smooth curves) and observed values
of thermal response, first harmonic only, for all periods (except the
first one in each daytime run) of all nine runs. For greater clarity,
the points are spread laterally; variability of that amount is not
implied for the lengths of the 5, 10, 20 and 40 minute runs.
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Fig. 7. Based on Fo, model predictions (smooth curves) and observed values
of thermal response, first harmonic only, for all periods (except the
first one in each daytime run) of all nine runs. The upper smooth
curve is for a thermal admittance which is 12% less than was first
estimated, in an effort to get a better fit for the data.
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The observed points seem to center above the envelope of u* ex-
tremes, suggesting that the originally estimated thermal admittance was
too high. Accordingly, after inspection of ihe graph, a thermal admittance
reduced by 12%6 (0. 368 cal/cmz /deg C/minl) was used to compute the
upper curve in Fig. 7 and a somewhat better fit was obtained. Unf or-
tunately, I cannot be sure enough of a value of ýt for the concrete to
be able to point definitely to a real departure between observed and
predicted values. There are also uncertainties in the measurement of
To and R0 , especially the latter, but it is unlikely that they would
cause a systematic day and night error of at least 107%. All in all, I
propose as a working hypothesis that the originally estimated IL for the
concrete was too high by about 107%.

Theory predicts that as the period gets smaller the amplitude ratios
AiB0 /AiRo and AiBo/AiFo increase and approach unity. For a 5 minute
period and the general range of conditions encountered in these experi-
ments, both ratios are predicted greater than 0.97. But we see that

1
AiTo/ iBo -

• (ni)

Thus, for short periods,

AiTo , 1 ad 1T* and -
=1ni) 2  AiFo L(nI

and by measuring the thermal response of a surface we can estimate its
thermal admittance. Herein lies the possible practical value of short-
period shading experiments.

In the case of my data for the five-minute period, where

AIFo ) . C/ly/min,

ýL works out to be about 0. 39 cal/cm2 /deg C/mina.

4. Conclusions and Recommendations

The pattern of thermal response versus period which is predicted by
theory was substantially confirmed by observational data. It is likely
that the thermal admittance of the concrete was about 1 0% lower than
originally estimated. The presence of a close array of sensors mounted
in a plastic framework might well have somewhat distorted the thermal
behavior of the concrete.
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The data show considerable variability even when classified ac-
cording to the prevailing u*. We should note that the u*"s were aver-
ages, obtained over 10 - 29 minutes; any variations in the wind speed
within such an interval would produce noise in such measured quanti-
ties as To and A0 . There is some suggestion that at very low wind
speeds the actual thermal response is greater than theory predicts (but,
of course, one of Lettau's restrictions in his first model was that very
light winds be excluded).

There are, of course, always uncertainties in measurements of To
and R0, especially so in my Ro data because they are uncorrected for
sensor displacement above the surface. The two models are so close
in their predictions of thermal response that it does not seem possible
to obtain sufficiently good field experimental data to be able to
critically compare their performances in this respect.

Agreement between theory and observation for other amplitude
ratios and for phase angle differences (all being referred to either R0
or F0 ) was poor. The data were su irregular that one must, in the first
instance, suspect their quality rather than the Oasis of the theories.
Measurement of heat fluxes is always more difficult than measurement
of temperature alone. In any future work along these lines, more elab-
orate means of measuring A0 and B0 than I used will certainly be
required. The accurate in situ calibration of ground heat flux plates,
for instance, is an unsolved problem in micrometeorology. The best ap-
proach seems to be via calibration with the temperature-integral method,
which itself requires accurate data for the volumetric heat capacity,
which in turn is often depth-dependent.
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TOPOGRAPHIC INFLUENCE ON TORNADO TRACKS AND FREQUENCIES IN

WISCONSIN AND ARKANSAS

R. G. Gallimore, Jr., and H. Lettau
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT:-

It has been known for some time that tornadoes appear
less frequent in mountainous terrain. Furthermore, spatial
variati'c" 3 in tornado formation might also be related to sur-
face temperature, as indicated by empirical studies by Kuhn,
Darkow and Suomi (1958). The terrain of Arkansas, and the
terrain and surface temperature of Wisconsin were investigated
by the use of spectral analysis along "strips" of about 100
miles selected on the basis of available tornado statistics.,
Terrain roughness in scales of 1 to 10 kilometers appear
critical to tornado formation and pathlength. Results concern-
ing surface temperature effects on tornadoes are inconclusive.
It was found that irregular surface temperature variations in
scales from 0. 5 to 5 kilometers dominate the spectrum.
Dependences on moisture and cloudiness are also noted.

1. Introduction

This study concerns a possible relationship between tornado fre-
quency and topography, as well as the thermal structure of the earth/
air interface. Specifically, the distribution of tornadoes in Wiscon-
sin and Arkansas was studied to test the assumption that topography
is a significant facc,.. Detailed information on tornado frequencies
can be found in the literature (Flora, 1953). The overriding conclu-
sion is that the seasonal variation of tornadi outbreaks depends
primarily on the progression of the season -A storm track. A reduction
of frequencies in northern Arkansas and Missouri may indicate sup-
pression by the Ozark, Boston and Ouachita Mountains. Correspond-
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ing relationships can be detected by considering detailed tornado and
topographic maps like those prepared for Wisconsin by Burley and Waite
(1965).

One difficulty with such comparisons, however, must be considered.
Namely, tornadoes are reported by people and the lower population in
mountain regions may offer partial explanation for a small number of
reported tornadoes. Reduced horizontal visibility and less efficient
communication in forested, mountainous or hilly areas is an additional
factor. Nevertheless, tornadoes leave their marks on the ground for a
number of years and many of these will eventually be detected. In this
study it is assumed that topography has a real influence which overrides
that of a low population density.

2. Arkansas Tornadoes

2. 1 Regional and Seasonal Variations of Tornadoes in Arkansas

Since Arkansas has interesting regional variations in tornado develop-
ment, this state was chosen for a preliminary study of possible terrain
effects. Maps published by Asp (1956) and reproduced in Lettau (1967)
suggest that there are two distinct tornado "alleys" and two belts with
considerably lower frequencies which will be referred to as "shunted"
regions. The southern alley lies in the flat Gulf coastal plain while the
north-central alley lies in the Arkansas River Valley. The two shunted
belts are the Ozark and Boston Ranges located north of the Arkansas
River valley and the Ouachita Mountains located in the west central area.
Figures 1 and 2 illustrate the typical terrain of these different regions.

2.2 Method of Investigation

2. 2. 1 Terrain Spectra-The main problem of this study was to ob-
tain a quantitative measure of the specific difference between the alleys
and shunted belts. Five strips were chosen in the prevailing direction
(or close to it) of the tornado paths. Three of these strips covered the
main tornado alleys and the two others the shunted regions. These
strips which varied in length from 120-200 miles were then placed on a
topographic map of Arkansas (1 to 500, 000) with 250 foot contour inter-
vals. Terrain heights were read along these strips at one mile intervals.
Portions of three of the resulting terrain profiles are illustrated in Figs. I
and 2.

The total variance of terrain heights is a significant statistical,
numerical parameter for each strip. Spectral analyses of the height-
data show the relative contributions of different wavelengths or wave-
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Fig. 1. Terrain profiles in Arkansas tornado alleys. Top profile in
Gulf Coastal Plain and bottom profile in Arkansas River Valley.

numbers to the total variance. In order to compare the spectral densi-
ties of each strip, estimates were normalized. The range of wave-
lengths covered in this treatment was 2 to 34 miles (corresponding to
wavenumbers from 0.5 to 0. 029 cy/mile). A total of 17 lags was used.
Aliasing was not a problem in the short wavelengths since height values
were smoothed by interpolation between the generously spaced contour
intervals. In fact, too much smoothing may have resulted since reso-
lution was not optimum, particularly in the coastal plain.

The results of this spectral analysis will be labeled "Zones 1 to
5" from south to north. Zones 1, 2 and 4 are tornado alleys and Zones
3 and 5 the shunted belts. Figures 1 and 2 illustrate the terrain pro-
files of Zones 1, 4 and 5, respectively.
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Fig. 2. Terrain profile in Arkansas "shunt region," located north of
Arkansas River Valley in the Ozark and Boston Ranges.

2. 2. 2 Results and Conclusions of Spectral Analysis-The results
were plotted on a log-log diagram, with the ordinate being the spectral
densities (p) and the abscissa being the wavenumber (k) or correspond-
ingly the wavelength (i/k). in Fig. 3, the spectral densities for tornado
alleys can be compared with that for shunted belts. The averages were
computed by an arithmetical mean of the log of the estimates. The
individual and averaged variances corresponding to Fig. 3 are sum-
marized in Table I. Averaged standard deviations for shunted belts
and alley. are shown in the legend of Fig. 3.

The three spectral graphs of Zones 1, 4 and 5 show significant dif-
ference. Although Zones I and 4 are in tornado alleys, they exhiblt
some difference in their spectra. The variances of Zones 1 and 2 art
low in comparison with Zone 4 bunt the shunted belts show substantually
higher values. In the smaller wavenumbers (upwards of 10 to i5 mile
wavelength-;) of Zone 4 the terrain is more like that of Zone I while for
larger wavenumbers it is more like Zone 5 with more vcriance than
Zone I.
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Fig. 3. Normalized spectral plots of Arkansas terrain separately aver-
aged for "tornado alleys" and "shunt regions." Comparative
slope lines are indicated in upper right corner. Averaged
standard deviations are given in legend. (Averages were com-
puted by averaging the log of the spectral estimates. )

A significant characteristic of a spectrum is the exponent:
n = + d log p/d boa k. Its overall numerical value in Zone 4 is near
-Z while for Zone 5 it is close to -1 for large waventumbers and nlear
-3 for small wavenumbers. Zone 1 has a very pronounced exponent of
-3 in medium and small wavenumbers. It is apparent that similar
tornado alleys may have different terrain characteristics- reference
can also be made to the discussion in Lettau (1967, p. 5-7).

IV �q wm
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Table 1. Variance and Mean of Terrain Height in Arkansas for Tornado
Alleys and Shunted Zones. Variance averages were computed logarith-
mically.

Zone Variance (ft)2  Mean (ft)

Alley 1 1,714 208
Alley 2 3,046 257
Shunt 3 152,932 660
Alley 4 23,645 489
Shunt 5 386,910 1,387

Averaged Zones

1, 2, 4 - Alleys: 4,930 318
3, 5 - Shunts:, 240,000 1,024

The general differences are best evidenced in Fig. 3; the terrain
spectra for tornado alleys "fall off" nearly at -3 for all wavenumbers
while the shunted belts have a -3 exponent only for small wavenumbers
and possibly for the largest wavenumbers. At about 10 mile wavelength
the two plots diverge with a -1 exponent prevailing for the shunted
belts.

It is apparent that terrain in tornado alleys is smoother than in
shunt re -ions. The -3 exponent of the alleys represents a rapid de-
crease in hill size and a correspondingly small change in hill steepness
with increasing wavenumbers. This contrasts with the -1 exponent of
the shunted belts where a relatively small change in hill size corresponds
with a rapid increase in hill steepness for increasing wavenumbers. This
suggests that near 10 mile wavelengths, tornadoes frequently are inhibited
from either sustaining themselves or possibly even developing. I,'i the over-
lapping case for a -2 exponent (Zone 4), the terrain does not appear
"rough" enough to affect tornadoes. The -3 exponent represents uniform
"waviness" and hence not truly a roughness in the aerodynamic sense.

3. Wisconsin Investigation

3. 1 Tornado Statistics

3.1.1. The Tornado Season-Quite different from that of Arkansas,
main tornado activity in Wisconsin occurs from March to September with
peak intensity in May and June, and a secondary peak in September. The
most destructive and longest tracked tornadoes occur in the months of
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April, May and June. During the secondary peak of September, a south-
westerly flow similar to that of Spring appears. In fact, out of 52
severe tornadoes (according to criteria of Burley and Waite, 1965), 42
occurred during September and the Spring months. About 83%6 of all
Wisconsin tornadoes arrive from azimuths between west and south. In
July and August, however, many of these storms arrive from the north-
west, probably in connection with the frequent northwesterly flow aloft
during middle summer. Since the overall synoptic pattern is weak dur-
ing the summer, the resulting tornadoes ate less intense and usually

have short tracks.

This study will consider tornadoes which are outstanding with re-
spect to both pathlengths and intensity. This probably biases the data
by eliminating a significant portion of the population. Additional bias
may have resulted from the fact that the overall number of reported
tornadoes has nearly doubled in the last 10 years of a 50 year record.

3. 1. 2 Distribution of Tornadoes-In Wisconsin the relation between
terrain and tornado frequency is not as clear cut as in Arkansas. Fig. 4
shows the number of tornadoes by county from 1916-1%64. Tornadoes
are of relatively high frequency in most west-central counties, but no
distinct north-south variation exists. In some summer situations, ex-
treme eastern counties may be "saved" by cool air off Lake Michigan.
Tornado frequency increases towards the west to a maximum in central
Iowa. In addition to weather factors, the typically flat or gently roll-
ing, unforested farmland of central and western Iowa which is essentially
open plowed fields in the spring probably offers both a relatively smooth
and heat absorbing surface favorable for tornado formation, while east-
ern Iowa and Wisconsin's southwestern counties with forested hills,
bluffs and deep river valleys as well as occasional flat ridges seem to
reduce tornado activity.

The distribution of outstanding Wisconsin tornadoes particularly
the long tracked ones suggests two "alleys"-the rather pronounced
"west central alley" and the secondary "southern alley. " This west
central alley is an extension of the region of large frequency of tor-
nadoes in south central Minnesota. The incidence of tornadoes may
be less affected by Wisconsin's unglaciated area than is the ability
of these storms to sustain themselves over long distances. In
Arkansas, however, there is a significant reduction of tornado inci-
dence in the shunted regions.

3.1.3 Seasonal Migration of Tornado Alleys-The two alleys of
Wisconsin appear at different times of the spring season. Monthly
information (see Tornado Occurrences in the United States) shows
most of the southern alley tornadoes occur in April and May, while
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Fig. 4. Number of reported tornadoes by countg• 1916-1964 {after Burleg
and Waite• 1965). Superimposed lines (short dashes for "alleys"
A and D• and long dash for "shunted areas" B and C) indicate
paths chosen for investigation.

the west central alley is most often frequented in Iune. In Iune there is
a simultaneous lump in tornado activity in both southern Minnesota and
west central Wisconsin. This region of Minnesota is flat open farmland•
much like that of central Iowa.

Iuly and August tornadoes seem to show no "alleying• " and often
move in a southeasterly direction. Unfortunately• Iulg• August and Sep-
tember have too few tornadoes which prohibits further discussion of
topographical effects in this direction.



91

3. 1. 4 Effects of Population Density-A large majority of Wiscon-
sinites live in the eastern part of the state which contrasts with the
higher frequency of tornadoes in the western half of the state. How-
ever, a low population density in central Wisconsin prevails just south
of the main tornado alley. This sparsely populated area surrounds the
forested region including many cranberry bogs just east of the hills near
the Mississippi River. Consequently, the lower population in areas
between the two alleys requires some qualifying of any terrain-tornado
alley relations.

3. 2 Method of Study--Topography

3. 2. 1 Data Collection-Four topographic profiles were chosen.
Two of them followed the tornado alleys and the remaining two were in
the region of relatively low tornado frequency. All of these strips ex-
tended into adjacent states to the west. The profiles were labeled A,
B, C and D from south to north; A and D represent tornado alleys while
C and B are in the shunted belt. Table 2 gives the geographic locations
of these four strips.

Table 2. Geographic Statistical Data of Topographic Profiles in Wis-
consin.

Length Variance Mean
Strip Endpoints (miles) (ft)2  (ft)

A (Alley) Anamosa, Iowa - 138 9, 036 899
Fort Atkinson, Wisconsin

B (Shunt) West Union, Iowa - 123 24,785 911
Lake Wisconsin

C (Shunt) Decorah, Iowa - 141 44,036 1010
Princeton, Wisconsin

1) (Alley) Farmington, Minnesota - 121 13, 197 963
Stanley, Wisconsin

Initially it was planned to use a radioaltimeter (type AN/APN-22)
in a Cessna 310 twin engine aircraft (the same plane employed in pre-
vious work at the University of Wisconsin Department of Meteorology-
see Lenschow and Dutton (1964)), but the available system was found
unworkable. Consequently, the study of terrain profile structure was
based on topographic maps. The airplane, however, was useful to
measure profiles of surface temperature along the same strips.
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Bolometric sampling of surface temperature was done every second
which corresponds to one sample every 1/20 of a mile. To ensure com-
parable detail, terrain heights were taken from 7. 5 minute (scale I to
62, 500) Geological Survey Quadrangles. Because these maps are often
only planimetric, a large portion of Wisconsin's shunted belt could not
be analyzed. The contour intervals on the topographic quadrangles
proved satisfactory for readings at intervals of 1/20 mile. The actual
horizontal increment used was 247 feet, or about 79 meters.

3. 2. 2 Terrain Profiles-For an illustration of terrain structure,
heights were plotted in Figs. 5 and 6 every 4, 940 feet. As can be seen
from Table 2, the variance of height in the shunt region exceeds that of
the tornado alleys, but the difference is less pronounced than in Arkansas.
Moreover, the variance along the shunted Strip B in Wisconsin is about
the same as that of the Arkansas River tornado alley. The location of
Strip B appears to be on tho fringe of the tornado alley represented by
Strip A. If the frequency of tornadoes reported in Wisconsin would be
equal to that in Arkansas, Strip B might possibly not be considered typi-
cal of a shunted belt. The results of spectral analysis (presented later)
bear this out to some degree. Strip C appears more representative of
Wisconsin's rugged unglaciated area as well as better centered in a
shunted belt than Strip B. However, the terrain variation in this shunted
zone is far less than in Arkansas. The fact that some active tornadoes
do indeed track over this area does imply a weaker relation between
shunted belts and terrain roughness than is apparent in Arkansas.

The terrain height profiles show some interesting features. Different
from the other profiles, D has relatively larger height variation in very
long wavelengths. This implies that "Alley D" is relatively smoother than
the other strips at short and medium wavelengths. The flat terrain west
of the Wisconsin portion of D coincides with a notorious region of tornado
activity during June.

3. 2. 3 Terrain Slope-Figure 7 illustrates profiles of terrain slope
averaged over 5.6 miles, for strips A, B1 C and D. The positive sign
is used when terrain rises towards the east. The "Shunt Strips" B and
C show considerable oscillation between positive and negative values
and both have a large negative mean. C shows a gradual downslope to
the east while slope values of B are more like that of A but with higher
amplitude. While A has a small average downslope, D has mean upslope
due to the terrain rise east of the Mississippi River and that east of the
Chippewa Rivei.

Figure 7 suggests that tornadoes tend to shy away from varying slop-
age, 1. e., terrain roughness, and downslope. The positive relation of
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Fig. 5. Terrain and surface temperature profiles of September 12 and 18,1967, for Wisconsin Strips A and B (top is A). A few landmarks
and a general description of the characteristic surface and sky
conditions is also given. (Note M m marshland, F = open field
and farmland, and W = woodland. )
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Fig. 6. Terrain and surface temperature profiles of September 22 and 29,
1967, for Wisconsin strips C and D (Top is C). A few land-
marks and a general description of the characteristic surface
and sky condition is also given. Note: M =marshland, F =
open field and farmland, and W woodland.
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Fig. 7. Wisconsin terrain slope for Strips A, B, C and D given in per-
centage (positive for upsloping to the east) over 5. 6 miles.
The mean slope is indicated to the right of the corresponding
strip.

tornado frequency with upslopes toward the East may further be enhanced
by middle and late afternoon heating.

If the above conclusions are acceptable, tornado frequencies de-
pend on somewhat different mechanisms than other convective phenom-
ena. Hail and heavy rainfall are also known to be dependent on terrain
slope, elevation, roughness and woodlands. Hail intensity not only
appears positively related .o upslope, but, differently from tornadoes,
is positively related to downslope, roughness and woodlands (Stout
(1962)). Stout noted the relation with downslope may be due to a release
of hail by decreased positive vertical motion and lateral divergence.
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Rainfall patterns show a similar relationship except that downslopes
likely reduce convective instabilities and hence reduce thunderstorm
rainfall.

During spring, thunderstorm cells tend to move northeasterly which,
considering the previously mentioned topographical relations, appears to
be the main reason for maximum hail and rainfall in the hilly areas west
and northwest of Madison and in the Northern highlands generally north
of the west central tornado alley. Most of this information can be found
in Wisconsin Weather (Wisconsin Statistical Reporting Service, 1967).

3. 2. 4 Results of Spectral Analyses--Spectral analyses were per-
formed on the terrain profiles of the two tornado alleys and two shunt
regions. The total lag was 200. Figures 8 and 9 show examples of
individual spectra for Strip A (alley) and C (shunt). The spectra were
plotted by computer versus increasing period. The left vertical line indi-
cates the Nyquist wavelength ot Arkansas plots. The right vertical line
is along the 10 mile wavelength found critical for the Arkansas shunted
belts.

In view of the differences in both the total variance and the struc-
ture of the profiles of Figs. 6 and 7, it is not surprising that the spectral
graphs are also different. The plots of A, B and D are almost identical
with a "critical" wavelength near one kilometer. For longer wavelengths
the exponent is near 2 whereas for shorter wavelengths it is close to 3.
Strip C differs from this pattern. Here the exponent decre&.ses contin-
uously for decreasing wavelengths starting near 2 and gradually changes
to zero for wavelengths less than one kilometer. Short wavelengths con-
tribute more variance in C than in A, B and D.

In the 2 to 20 mile wavelength band, the spectra for A, B and D were
similar in nature to that of the Arkansas River Valley which has a total
variance reasonably close to these 3 strips. The exponent is about 2.
In marked contrast, C has a spectral variance in this band much like the
shunted belts of Arkansas. Its total variance, however, is considerably
smaller than either of these belts but larger than the other Wisconsin
strips. Due to the difference in contour interval size for the Arkansas
and Wisconsin study, we cannot say how realistic this comparison is.

Spectral estimates for the two tornado alleys and the two shunted
strips were separately averaged and are illustrated in Fig. 10. Since
the B spectrum resembles more that of A than C, averaging B with C
yields a plot which possibly is not representative of the shunted belt of
Wisconsin. A better choice for the location of a shunted strip would
probably have run from La Crosse into northern Juneau and Adams coun-
ties, but topographic maps were not ava'lable for this region.
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I Fig. 8. Normalized terrain
spectrum of Wisconsin,
Strip A (tornado alley).
Vertical lines represent
2-10 mile spectral band

covered in Arkansas
spectral analysis.
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Fig. 9. Normalized terrain
spectrum of Wisconsin,
Strip C (shunt). Vertical
lines represent 2-10 mile
spectral band covered in
Arkansas spectral analysis.
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Fig. 10. Normalized spectral plots of Wisconsin terrain separately
averaged for "tornado alleys" and "shunt regions. " Conipara-
tive slope lines are indicated in upper right corner. The two
vertical lines are the 2-10 mile wavelength band covered in
Arkansas spectral analysis. (Averages were computed by
averaging the log of the spectral estimates.)
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A discontinuity in the spectra appeared at a wavelength of about
one kilometer. The exponent is near 1 for the shunted belt and near 3
for the alleys. For longer wavelengths, including the 2 to 20 mile wave-
length band, both graphs suggest an exponent of 2. Referring back to
Section 2. 2. 2, the exponent of 1 implies increasing hill steepness and
fairly uniform hill size with decreasing wavelength while an exponent
of 3 indicates a more uniform hill steepness with decreasing wavelength.
The fact that the split appeared near one kilometer instead of around 10
miles (found critical for Arkansas) could be the result of more detailed
data collection in Wisconsin.

The near-zero exponent for short wavelengths (< 1 km) of C suggest
rapid steepening of slope with decreasing base length of the hills. It
would be interesting to know if this is typical of other shunted areas like
those of Arkansas. Furthermore, a critical wavelength around 10 miles
is of the scale of thunderstorms. On the other hand, a critical wave-
length near one kilometer is of the order of tornado size. This might
suggest that only tornadoes and not thunderstorms are significantly af-
fected by topography in Wisconsin.

3.3 Surface Temperature

3. 3. 1 Instrumentation--Surface temperature was measured along
the four terrain profiles shown in Fig. 4 with the aid of a Barnes IT-3
Infrared Thermometer or Bolometer mounted in the baggage section of a
Cessna 310 twin engine aircraft. This bolometer ha5 a 30 field of view
corresponding to a circle of about 15. 7 meter radius at 300 meters above
the ground. The measurement technique is the same as described by
Lenschow arid Dutton (1964).

Before each flight, a pre-check of the system was made with water
baths of varying temperatures. Check flights over Lake Mendota were
also included on the day of a run. This was done to insure proper func-
tioning of Ehe instruments when airborne. Sometimes the bolometer indi-
cated a fictitious rise of about 1° C of the Lake Mendota temperature
after considerable time in the air but such discrepancies were judged
insignificant. Although all instruments were shock mounted, some vi-
brational noise still occurred and the filter was used to remove It far
spectral analysis of the temperature data. The use of this filter, now-
ever, introduced some additioual problems that will be discussed later.

3. 3. 2 Measurement of Surface Temperature from an Airplane-
According to Stefan-Boltzman's law, radiation emitted by a surface de-
pends on both its emissivity and its temperature. Since emissivity
varies over different surfaces, errors will ho, --troducecl ecgd[diess of
the acur.c.y uf the calibration. An 8`0 chan-ie in emissivity corresponds



100

to about a 6' C change in measured surface temperature (Lenschow and
Dutton, 1964). Except in dry sandy areas, variations as large as 8% in
emissivity are not likely in Wisconsin.

Radiation entering a bolometer depends on the radiation emitted by
the environment when the emissivity of the surface is not unity. For the
bolometer used, the radiometer filter was an 8 to 14 micron passband
with nearly zero response outside. Square band pass filters between 8
and 14 microns vary little with temperature. For the type of surfaces
encountered in Wisconsin, the emissivity was assumed nearly constant
for all wavelengths in the band pass of the filter. Errors resulting from
this assumption can be reduced if the surrounding radiation is as small
ds possible. Using the conditions listed above, Tanner and Fuchs (1966)
showed that the equivalent black body temperature departs from the actual
surface temperature by less than 10 C for Sudan grass (E = 0. 976) and
alfalfa (E = 0.977). However, Lorenz (1966) noted that for an emissivity
of 0. 925, the difference could be as large as 3. 50 C. In general, the
apparent surface temperature is sufficiently close to the actual radiation
surface temperature provided the bolometer is not located far above the
ground. Lenschow found the measured radiative temperature to be within
3. 50 C of the actual surface temperature when the surface and air tempera-
tures for an isothermal layer 300 meters thick differed by 200 C. This
estimate was based on typical optical depths of water vapor and CO2 for
later summer and early fall. Menon (1967) also discussed surface tem-
perature corrections for flights over Lake Michigan and Lake Superior.
He found that errors of + 0. 50 C can be expected without corrections at
300 meter heights.

Table 3 summarizes the results of the calibration flight over Lake
Mendota on August 21, 1967; a comparison of bolometric water tempera-
ture (Tb) with the lake temperature measured from a boat (Tw) showed a
difference of about 0. 50 C at 300 meters. The dew point was relatively
high. As expected, the measured temperature decreases with height.

It should be pointed out that the bolometer "sees" an area (for our
flights) of abou' 776 M2 . It records an average radiation temperature
over this area that tends to be larger than the true area mean surface
temperature. Lenschow and Dutton (1964) discuss this problem and
found such errors to be less than 1V C which was considered tolerable
for this investigation.

3. 3.3 Data Collection-The total Visicorder temperature trace was
read (for the same number of points as the terrain height data) by a
specially designed chart reader and automatically punched on data cards,
and transformed into surface temperature with the aid of a linear equation.
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Table 3. Results of Bolometric Flight over Lake Mendota on August 21,
1967. Ta is the air temperature measured from airplane, Tb is bolo-
metric water temperature, Tw is water temperature measured from a
boat. Simultaneous recordings at Truax Field showed a dry-bulb ter,
perature of 210 C and a dew point of 150 C.

Height (ft.) T Tb T

0 21 - -
500 - 22 23

1000 21.5 22
1500 21 20.5

3. 3. 4 Effects of Soil Moisture, Sky Condition and Wind on Surface
Temperature. Of a total of 14 flights, five (4 near noon and one at dawn)
were over strips A and B, two were over strip C near noon, and two were
over strip D in the early afternoon. Table 4 lists the resulting means
and variances as well as the time and date of each flight. It should be
noted that the effect of the 5-sec filter is to reduce the variance but not
to alter the mean of the actual surface temperature series. Temperature
profiles were included in Figs. 5 and 6 together with the general charac-
teristics of the terrain "landmarks" and sky conditions.

The day-to-day variation in surface temperature is due to changes
in insolation (which depends on cloudiness, season, latitude, etc.),
albedo, emissivity, wind (speed and prevailing direction), thermal ad-
mittance of the soil, and air temperature and moisture gradients. Sig-
nificant daily (and diurnal) variations in some of these parameters occur
even when the same air mass prevails over a region for several days.
The days chosen to measure the surface temperature were selected with
the intent to isolate some of the dominant parameters. Tables 5, 6 and
7 provide information on precipitation, air temperature, wind and total
insolation for the days and reqions.

The difference between moist and dry surface conditions is illus-
trated by comparing the profiles of September 12 and 18 for Strips A and
B. Due to preceding rainy days, the overall variation on the 18th is
relatively small. Reduced insolation due to overcast cloudiness also
will significantly damp out temperature variability. In general, flights
were scheduled only when cloudiness was expected to be light, but,
unfortunately, in view nf the oncoming of autumn, this requirement was
often relaxed. The flight of September 18 over Strip A was uwder heavy
cloudiness and showed reduced surface temperature. Several examples-
notably October 5 of Strip A, September 12 of Strip B and September 18
of Strip A-illustrate how periods of overcast cloudiness can induce
long "trending' in the surface temperature record.
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Table 5. Averaged Maximum Air Temperature for Three Climatological
Stations (see Table 7) located near respective strips.

Date Strip A Strip B Strip C Strip D
1967 (OC) (°C) (-C) (C)

Sept. 11 21.3
12 24.3 24.8

18 26.7 26.7
21 23.0
22 20.2 19.4

29 12.6 15.6
Oct. 2 27.9

3 13.00*
5 9.6*
5 27.1

*Value of averaged minimum air temperature

Table 6. Partial Summaries of Weather and Climatological Data Perti-

nent to Bolometric Flights. Value in parentheses are maximum wind
speeds during the day.

Date Average Resultant Wind Insolation (ly/day)

1967 Madison Minneapolis Madison La Crosse
Direction MPH Direction MPH

Sept. 11 140 7.3 (15) 464.6 514.0
12 170 5.7 (16) 461.0 436.5

18 120 2.6 (14) 344.1 294.9
21 320 9.6 (22) 398.3 444.0
22 030 3.9 ( 9) 180 8.2 (17) 465.1 450.0
29 330 8.8 (15) 170 1.7 ( 7) 249.0 440.4

Oct. 2 200 9.9 (20) 414.9 397.3
3 200 5.6 ( 9) 347.0 342.6
5 020 7.8 (14) 398.4 389.9
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Table 5 gives the average maxima air temperature of the same loca-
tions listed in Table 7. On a given day vhen the soil was wet, the mean
surface temperature was relatively close to the average maximum air
temperature of the nearest climatic stations. The mean surface tempera-
ture was found generally higher than the air temperature for fair skies
and relatively dry soils. The two dawn flights (October 3 and 5) show
mean surface temperatures higher than the average minimum station tem-
perature. The variance was also found fairly high indicating that warmer
ground inversions were probably being measured as part of the effective
radiative surface. Temperature trends under variable conditions appear
to substantiate Lambert's investigation of thermal response of a Sumac
canopy (1967) to cloud shadows.

Table 6 shows lowest average windspeeds on the 18th (Madison)
and 29th (Minneapolis) of September. The larger surface temperature
variations on the 29th as opposed to the 22nd probably resulted from
drier soils and low wind speeds. The 18th and 21st appear to have suf-
ficiently identical soil and sky conditions that the large difference in
average wind speed may in fact be the cause of the lower variance of the
latter. It should be noted that the times of these two flights differed by
about 3 hours. Obviously, the available information was insufficient
to determine the full effect of air motion on surface temperature.

3. 3. 5 Influence of Land Use and Surface Types-Figures 5 and 6
provide a rather general description of the distribution of surface types
along the strips. Farmland plots and irregular spaced forests will re-
spond differently to solar heating. The selected interval (4940 ft) for
plotting of the temperature profiles can only crudely express these ef-
fects. Considering that rainfall and cloudiness affected most of the
samples taken along Strip A and B, this discussion will be primarily
concerned with Strips C and D.

The relatively high surface temperatures west of the Mississippi
River over Strips C and D are in areas of extended, harvested fields
of brown color. High readings also occurred in other regions of domi-
nantly open farmland. The lowest average mid-day temperatures gen-
erally appeared in the marshy and scrubby vegetated areas. Mixed
areas both flat or hilly showed considerable variation but have on the
average a mean temperature between that of farmland and marshy land.
The relatively high surface temperatures observed near the Mississippi
River along Strip A is over a region with some hills but is less forested
than either B or C. In essence, these findings agree with the results
reported by Lenschow and Dutton (1964) for central and southern Wis-
consin.
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The total amount of surface data was unfortunately too small to estab-
lish conclusively differences between tornado alleys and shunted strips.
Several factors can be mentioned: First, the period studied did not coin-
cide with the maximum tornado season, while the surface structure, both
in open and forested areas, varies seasonally; for example, deciduous
forests are leafless during April and early May, cornfields are bare in spring
but not in late summer and fall, whereas for hay and wheatfields the re-
verse is true. Arelativelywarm strip of nearly 20 miles (Fig. 6) in Minne-
sota is interesting and will require further study, because this region is
one of high tornado incidence in June; the high variance of strip D (Table
4) is probably connected with this warm area. Secondly, warm regions
of smaller scale (several miles or less) appeat rather frequently and might
imply randomness of convection phenomena. Thirdly, a portion of the
variances of several of the days were influenced significantly by cloudi-
ness and soil moisture. Moie information is needed on surface tempera-
ture response under varying weather conditions before inferences on rela-
tionships between temperature structure and tornadoes is determined.

3.3.6 Computation of Variance Spectra--Spectral analysis was per-
formed on the surface temperature data in the same manner for the topo-
graphic data. Smoothing of the terrain data was a natural result of the
topographic maps. The effect of filtering on the measured surface tem-
perature had to be considered in more detail. The Barnes bolometer has
a 30 view and consequently averages over a circular area of 15.7 meter
radius which may increase the exponent at the high frequency end of the
spectrum. This form of smoothing of temperature and the contour smooth-
ing of the terrain data probably eliminated some aliasing problems.
Second, a 5-sec filter was used to help prevent aliasing also, but because
it damped out important amplitude variations in intermediate wavelengths,
the unfiltered spectral estimates had to be recovered, following a method
described by Dutton (1962).

3. 3. 7 Conclusions from Temperature Spectra-A test was conductced
to compare the red noise spectrum against the actual spectra. For a de-
tailed discussion of "red noise spectra" see Gilman, et al. (1963). In
particular, for a "null" hypothesis the "red noise" was considered the
underlying continuum or actual population from which the direct estimates
were just random samples. A plot of the "red noise" estimates correspond-
ing to September 22 of Strip C is given in Fig. 11. Red noise spectra for
the other dates were similar. To test this continuum against the sample
plot, it is assumed that the ratio of the sample estimate to the continuum
estimate is a chi-square variable divided by the number of degrees of
freedom. In this way, a confidence (acceptance) region can be specified
about each continuum value according to Tukey. The estimates of Septem-
ber 22 differed significantly from the red noise continuum at the 5% level
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of significance. The sample curve appear^ to follow simple persistence
in short (< 600 meters) and long wavelengths while the intermediate
wavelengths show a white noise shift. Many of the other spectral
graphs also show this tendency.

To test further, lines were placed by sight (regression lines would
deviate little from this) through the short and intermediate period re-
gimes. Figure 12 illustrates a pair of such lines as well as the confi-
dence limits pertinent to Strip A of September 11. The regimes of
simple persistence and near white noise are well contained inside these
confidence limits. Numerous spikes and overall noisiness in the direct
spectra appear to be statistically insignificant. However, more data
would be needed to verify the validity of this statement. Recurring
spikes over an individual terrain profile might indeed prove physically
real.

The results above indicate that by and large, the intermediate
"waves" of 0. 5 to 5 km are made up of a random distribution of tempera-
ture oscillations. This seems reasonable considering that the arralige-
ment of forests, lakes, towns and variable crop and pastureland are of
the order of intermediate wavelengths and tend to be fairly irregular in
nature. These are the dominant homogeneous features that man has
divided the land into. As dominating features get smaller, the tempera-
ture response decreases rather rapidly.

One important exception was found on September 18 over Strip B
where a gradual decrease with exponent less than 1 was suggested.
Considering the wet soil and extensive cloudiness present on Septem-
ber 18, the damping of major randomness in intermediate wavelengths
is not surprising.

For the terrain spectra previously discussed, a comparison was
made with the red noise spectrum. Figure 13 illustrates the red noise
spectrum corresponding to Strips A and C. The topography of A, B,
and D all have a high degree of simple persistence while "white noise"
in smaller wavelengths of C causes substantial deviation from red
noise, although some persistence in long wavelengths may prevail.
Most of these conclusions were substantiated in Section 3.2.4.

4. Concluding Remarks

The results of this study seem to pose more questions than answers.
The qualitative picture of tornadoes shying from "rougn" terrain does not
explain how the terrain affects these storms. We must try to understand
roughness on a quantitative scale, Thit has been attempted through

?I
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NOIAALIZED RED NOIS• SPECTRUM -
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Fig. 11. Red noise spectrum of surface temperature corresponding to
September 22, 1967, of Wisconsin Strip C ("shunted strip").
Estimates based on a sample one lag autocorrelation coefficient
(r1 ) equal to 0. 9697. Chi-square confidence lines are given
in dashed curves.
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CONFIDENCE LINES
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Fig. 12. Lines placed by sight, fitting spectral curve of a surface
temperature for September 11, 1967, of Wisconsin Strip A
("tornado alley''). Confidence lines are also indicated.
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the use of spectral analysis for selected terrain profiles. In order to
measure roughness over a region, a two-dimensional approach will be
nieeded to determine the full variability of surface structure.

Surface temperature is one measure of how a surface type responds
t'- insolation, but the daily and hourly variation in the many factors
governing thermal response makes it difficult to specify a tornado and
non-tornado area in the mean. One possible approach would be, to para-
meterize conditions for each "mosaic" element of a complex land/air
interface like that in Wisconsin and develop a theoretical model of
thermal response to radiative forcing functions, as that of "climaton-
omy" proposed by Lettau (to be published). Full parameterization of
surface conditions must include a measure of aerodynamic roughness,
of albedo and emissivity, of moisture availability--such as the Bowen
ratio-and the thermal admittance of the submedium. This study provided
new information on surface roughness and its effect on surface tempera-
ture variability. Considering that features smaller than 600 meters
appear less significant to surface temperature variations, the task may
not be overwhelming.

Very little is known about how local supplies of sensible and latent
heat are utilized in severe convective storms. Mesoss.ale meteorology
has not had the benefits of intensive research that larger scale studies
have. Even less is known on the generation of hail and tornadoes.
Further research of the basic dynamics and energetics of the mesoscale
is certainly needed.
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THE THEORY OF VARIANGULAR WIND SPIRALS

H, Lettau and W. F. Dabberdt
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT:

A new concept in wind spiral theory-the variangular
spiral-is introduced. A number of earlier soiutions to the
problem of mean air motion within the planetary boundary layer
may be classified as belonging to the family of equiangular
spirals. They have the common characteristic that the angle
(ý) formed by the vectors of shear (and subsequently, stress)
and geostrophic departure is invariant with height. A draw-
back of this assumption is the resultant restrictive distribution
of eddy diffusivity (K) with height;- parabolic height dependency
alone is permitted, including the asymptotic case of constant
K. The famous Ekman and Rossby spirals are two prominent
members of this family of equiangular spirals. The new vari-
angular theory, as the name implies, permits variation of i

with height and is seen to produce more versatile profiles of
wind, stress and eddy diffusivity.

]. Introduction

Atmospheric motions of neso-to-large scale are significantly af-
fected by the Coriolis force. Within the planetary boundary layer fric-
tion forces are also present. Flow resulting from a pressure gradient is
characterized by increasing speed and changing direction with increas-
ing distance from the lower boundary. Due to the earth's rotation the
resultant velocity hodograph is of the spiral type; a corresponding hodo-
graph also exists for the stress variation. The problem is similar to the
time/depth distribution of temperature and heat flux in a semi-infinite
conductor with harmonically time-varying boundary conditions. Com-
parison may be made with Lettau (1954, 1962a).

Lettau (19(,1, 1962b) has investigated semi-empirical and theoreti-
cal hodographs of spiral structure theory, respectively. The former
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theory is usually restricted to cases of neutral thermal stability for given
values of the Coriolis parameter, surface aerodynamic roughness and
horizontal pressure gradient. The latter may be construed to incorporate
implicitly variations in stability, but the resultant height variation of the
eddy diffusivity often appears unrealistic. The objectives of current and
future spiral research must be to overcome these limitations. As stated
previously-see Lettau (1962b)-"there is... a need for a simple, but
reasonably reliable, practical method for estimating certain derived flow
parameters (such as eddy diffusivity, or shearing stress, at various levels)
on the basis of directly observable parameters (such as shear and rate of
veering) in atmospheric.., boundary layers."

The concept of the variangular spiral was first conceived by the
senior author around 1950 and was recently employed independently by
the junior author in a numerical approach to the atmospheric boundary
layer problem. The present approach parallels the earlier work.

2. Generalized Spiral Solution

The formulation is restricted to steady and horizontally uniform large
scale motion within the planetary boundary layer. It is assumed that at
any point in the flow there exists a perfect balance among the Coriolis,
friction and pressure gradient forces; inertia forces and mean vertical
components are thus excluded. By definition, the friction forcegoes to
zero at the top of the boundary layer and the vector of motion (V)
approaches the geostrophic value. Barotropy is assumed; i.e., thermal
winds are excluded and the vector of geostrophic wind (V ) is independ-
ent of height. In practice, thermal wind contributions to the motion may
be eliminated and the data then analyzed to determine the effects of sta-
bility on the wind and stress distribution. Vertical variations of density
(p) are dismissed as negligibly small as the layer under consideration is
relatively shallow in comparison with the thickness of the entire tropo-
sphere.

Under the imposed restrictions, the equation of motion reduces to

pfi(V - V ) TI, (1)

where complex vector notation is used (i = N1-r-), primes denote partial
differentiation with respect to height (z), and the Coriolis parameter is
given as f. The vector of shearing stress (T) is assLuned horizontal
and proportional to the wind shear vector. The factor of proportionality
defines the effective dynamic viscosity (pK), or the eddy diffusivity (K).
Upon recalling the constancy of %7 the shearing stress may be ex-
pressed in terms of the geostrophic departure (V - Vg),
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T = pKV' = pK(V - V )'. (2)

Equations (1) and (2) express the basic nature of the problem and
may be combined to yield an interdependent set of two second-order,
nonlinear homogeneous differential equations of the form

fi(V - Vg) = K(V - V )" + K (V - V )9, (3)

fi T = KT". (4)

The nonlinearity of Eqs. (3) and (4) arises from the fact that the eddy
diffusivity (cm2 sec-1 ) is the product of a length and a velocity; while
the length term may be some universal and explicit height function, the
velocity term is known to depend on the value of the shearing stress.
The latter, in turn, is a dependent variable in the basic equations and
hence the problem is inherently nonlinear.

In view of the spiral nature of the velocity and stress profiles, it
will be convenient to define various observable angular quantities and
to express solutions to Eqs. (3) and (4) in such terms. With reference
to Lettau (1962b), consider the following identities and resultant
boundary conditions; see also Fig. 1.

a angle between V andVg, (51)i

angle between (V - V ) and (-V ), (5.2)
g gi

y angle between To and T1 (5. 3)

- angle between (V -g)' and (V -V), (5.4)gg I

r tan .. (5.5)

Boundary conditions at the height z = 0 are
-• -• (6.1)r__

V zV, = 0,

T E To > 0)(6.2)

K KO > 0, (6.3)

"yo 10 = 0, and (6.4)

a0 > Q r - ro > 0, (6.5)
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while at very large heights the angular quantities are indeterminate and

V =V and (7. 1)

T = 0. (7.2)

In view of the definitions (5), Eqs. (3) and (4) may formally, and without
loss of generality, be solved, where

V - V = -V exp - (i+ I/r)dp, (8)
g g 0

T = TO exp- j (l+r)dy. (9)
0

Because of the interdependency of Eqs. (8) and (9), or (3) and (4), solu-
tion of one automatically determines the other. It is to be noted that the
following solution for Eq. (8) or (9) will be more straightforward in terms
of T and hence the corresponding development in (V - Vg) will be
ignored.

Successive differentiation of Eq. (9) yields

T" = T [-y", (r2 -1) - -y"r - y'r ' + i(2ry'z - 'y")]. (10)

Substitution of Eq. (2) in (10) and separation of real and imaginary parts
leads to an expression for -y in terms of r, where

'Y = Y12 (r - l/r) - Y''/r, (11.1)

and for K, given as

f/K A= yZ(r + 1/r) + Y1 r'/r. (11.2)

This formulation for K is analogous to the expression for the thermal dif-
fusivity of a conductor as presented by Lettau (1954, 1962a). Solution of
Eq. (11.1) for V' is of the form

z lr
r1 j -?- dz. (11.3)

0

The discussion is entirely general to this point and no simplifications
of the basic. equations (1) and (2) have been made. The hasic assumption
of equianguiar spiral theory is that the parameter r -and hence ýi -is
incependent cf height. Equation (11. 3) is then readily solved (-y 3 -een
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to be a linear height function) and the stress spiral determined. The
special case of the Ekman spiral is characterized by
r -- I (a 0 ; 450) and K = f/2y' - constant. The equiangular spiral
introduced by Rossby (1932) is characterized by r ', 1Z (aO = t, = 54.7°)
and K'/A - - 2y'/r 0 ; the eddy diffusivity is a maximum at the surface
and increases monotonically with height. Both K distributions are in-
consistent with observations. Figure 2 depicts a family of equiangular
wind spirals and corresponding vertical profiles of eddy diffusivity
for five selected values of ao. The special case of the Ekman spiral
is included.

3. A Varianguiar Spiral

A special variangular solution to the problem of heat conduction
in a semi-infinite medium was employed by Lettau (1962a). For this
problem r was specified as the hyperbolic tangent of height (depth).
As a new relaxation of the equiangular condition (r = r0 = constant),
consider a variangular spiral where r is a linear height function
(r constant) of the form

r = rc + r'z (12)

Equation (11.3) then reduces to

I I Ilr
ry 1  - rJ J = dr, (13)

ro0

which is easily solved for y';

- r'/(1 + cr + r' r'/RA (14)

cis thc constant of -integration and R (I + t r rz) Eqaini1)
and.. ,- (+ or +rZ). Equation (14),in turn, may be .integrated over r to solve fo., y; for the case ofi

c? > 4:

by = loge(b + e r + c) - loge(b- ýr - c) + C1,

where b- (c2 - 4) /2. At z =O, {y = 0 and the constant c is deter-
miner' by the value of r at the surface (r0 ) and the second constant
of integration C,. The latter constant will be seen to be given by the
product ba0 ; formal evaluation ot C, will follow later :n the develop-
ment. It is to be noted that for c6 > 4, a0 < 435. A rorresponding
solution exists for 0 < cz < 4, and a0 > 45'. The solution is of the
form
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b* y a Z tan- b (15.2)

where b* a (4- C2)I/2.

Further discussion will tentatively be limited to those cases where
a0 < 45* and Eq. (15. 1) applies. Although this encompasses the vast
majority of observed conditions (a0 values are known to be between 10
and 20° over water and between 20 and 350 over land), recent observa-
tions at Plateau Station, Antarcti-a, suggest that values two and three
times the "norm" may not be infrequent.

Considering Eqs. (8), (9) and (13), (15. 1) is sufficient to determine
the spirals of both stress and geostrophic departure. Equations (3)
and (4) can be reformulated as

S loge -d, (3.1)
e, So 0 r

!where S and T are the absolute values of the vectors of geostrophic

departure and shearing stress, respectively. Integration of Eq. (4. 1)
is then readily performed with the aid of (14), where

r dr I cr dj = = - Zd logeR -J- dy.

With the proper bounTary values the absolute value of the normalized

shearing stress (T/To) is

log - -I loge L + Ly (4.2)

The ý,piraI of geo.,,rophio departure can similarly be determined, where

= 1- "-.g +r 2 1-

log log T +i log (32)
e So e T 2 e +ro(_ ")

Necessiry for the ve•iftcation of the soiution is the determination
of thoe t,,i, tnt e ane er r, Recalling Eq. (l 1. 2)

f, 2ry -- "
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K = - . (16)
c r,

The integration constant c must assume the sign opposite that of the
Coriolis parameter f in order to produce positive K. In contrast to
the monotonical height functions for K (second-order polynomials)
which result from the equiangular spiral solutions, the variangular theory
produces a height distribution which corresponds to a fourth-order poly-
nomial for K. Analysis of observed spirals indicates that the increase
of order for the latter form appears to permit a more realistic representa-
tion. Figure 3 depicts profiles of K derived from data collected at
Little America Station, Antarctica, and presented by B. Lettau (1967).
Theoretical K profiles are given in Figure 5.

600-

700-" ",,

WINTER

600- . ...... SUMMER

s 500-,

I "
I- -- "'

W
- 400/ .

, 300] .'

I

200- I

0 02 0'4 06 08 t0

NORMALIZED EDDY DIFFUSIVITY (K/KMAX)

Fig. 3. Vertical profiles of normalized eddy diffusivity (KA m-ax) computed
from data presented by B. Lettau (1967) for north winds at Little
America Station, AntaL'ctica.II
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Evauation of Eq. (16) reveals that YC can be zero-valued for two
values of r. Define that height above the surface where K = 0 as
z = H; then by (16)

rH - (c± b)/2. (17.1)

Furthermore, for values of c < -2, ro < 1, and therefore RO > 0. Upon

recalling Eq. (14), rt must be positive in order that y' be positive.
The correct expression for rH is then

rH = - (c - b)/g. (17.2)

Having obtained an expression for K, it is now possible to evaluate
the constant Ci in Eq. (15.1). Paralleling Lettau (1961), the hypothe-
sis is introduced that the level (Z) of maximum eddy diffusivity coin-
cides with the level of maximum cross-isobaric flow. Then, from
Eq. (16)

(-) W _ (Z(c+Zr)r " = 0, and (16.1)

r= - c/2. (17.3)

Through purely geometric considerations y is expressible in terms of
the other angular quantities, where

S= f-P+ao. (18.1)

At the level Z

Yz --a°, and Z Z (18.2)

Recahlng Eq. (15. 1)

by w log (b+2r+c)- log (b- 2r-c)+Cl
e e

and evaluating at Z, C1  b a.

Solution of the system of equations is now complete and stress and
departure spirals may readily be computed.

- *
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4. Discussion

Sample theoretical profiles of wind and eddy diffusivity for values
of ao of 33.8° and 41. 3 are presented in Figs. 4 and 5. For both cases
H = 200m and Vg w 12m sec- 1 . A more refined sample might entail de-
creasing values for H and possibly Vg as a, increases. Signifi-
cant is the quantitative agreement of K with observed date (see Fig. 3).
Figure 6 depicts detailed characteristics of the flow structure near the
surface over a range of ao values. A major advantage of the present
model is well illustrated by these figures. Excluding other variations,
ao can be expected to vary in proportion to changes in stability and
hence surface wind characteristics must also reflect these variations.
The variangular theory describes the gross features of profile curvature
and slope which accompany stability variations. Figure 7 exemplifies
the large wind directional changes which can occur near the surface under
strong temperature inversions. The data were collected during the
Antarctic winter of 1967 at Plateau Station by M. Yuhn for the U. S. Army
NaticK Laboratories.

Another advantage of the theory is the straightforward expression
of Io, To and the columnar total of boundary layer energy dissipation
Et, by external conditions.

K= - fHZR o
c(rH-ro )Z (19)

p f VgH R Ocos a0
To = -(rh - ro) (20)

pfVV HR0 cos? a0
J t - (rH - r0) (21)

Future work will seek to evaluate the model for the prediction of K0 ,
To, and Et, and as a tool for improved understandings of stability effects
on boundary layer structure. The parameter H/(rH-ro) may be a key
toward such understanding.
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Tr a 1.OOdynes cm"2
Vo " 12 m see-'
H "200me, "41.30

T* 1.16 dynes cm-2
12 m sic-,

H a 200m
oe, 33.8e

Fig. 4. A family of two variangular wind spirals for two selected values
of a0 (angle between surface stress and ambient flow). Also
given are the values of the geostrophic wind (•g), boundary
layer thickness (H), and surface stress (T-0).
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RELATIVE WIND DIRECTION, DEG
(surface - actual ) X
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Fig. 7. Sample profiles of temperature, relative wind direction, and
normalized wind speed observed during the Antarctic winter of
1967 at Plateau Station. The parameters were recorded at the
station's 32 m tower by M. Kuhn of the U.S. Army' s Natick
Laboratories. The two curves are synthetic profiles of wind
speed (-) and wind direction (---).
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THE DETERMINATION OF THE SURFACE ROUGHNESS FROM WIND

SPEED AND AIR TEMPERATURE PROFILES IN THE SURFACE LAYER

C. R. Stearns
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT:

The aerodynamic estimation of the flux densities of sen-
sible heat, latent heat and momentum in the surface layer is
dependent on the surface roughness and the displacement height
for the wind speed and air temperature profile. Using surface
layer profile theory the value of displacement height and surface
roughness is selected which results in the minimum error squares
between the observed and the theoretical wind speed profile.
Two assumptions about the ratio of the eddy diffusivities of
sensible heat and momentum result in negligible differences in
d and z0 . The results are from 628 profiles using five measure-
ment levels to 160 cm height.

1. Introduction

The generally accepted expression for the wind speed variation
with height in the surface layer with an adiabatic lapse rate is

* -1
V(z) = V k ln[(z+zo)/zo] (1.1)

where V(z) is the wind speed (cm sec- 1 ) at the height z(cm),
V* = (To/P)I/2, To is the surface stress (dynes cm--), p is the
air density (gin cm- 3 ), k the Karman constant, and zo is the sur-
face roughness (cm). The locally measured height z may not be
representative of thf height of the upwind surface over which the wind
is mcving; therefore, it is convenient to introduce a displacement
height d into (1. 1) to allow for possible errors in the absolute height
determination at the site and possible upwind variation in the terrain
height. Then (1. 1) becomes

:* -1
V(z+d) = V k ln[(z + d + zo)/zo] (1.2)

discussed by Lettau (1957).
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The solution to (1. 2) now requires the determination of two param-
eters, d and zo, where zo is a site parameter and d may vary with
wind speed and direction in an unknown manner. The value of V* will
depend upon the selected values of zo and d. Solving (1.2) for V*
and differentiation with respect to d and zo yields,

0dV = -kV(z+d) {In[(z+d+zo)/Zo] }-2 (z+d+zo)-I (I 3a)

_V.. = -kV(z+d) {In[,z+d+zo)/zo]} 2[(z+d+zo) - I I (I.3b)
8zo

For example, given that V*- = 30 cm sec- 1 ,z + d 100 cm, k = 0.428
and zo z 1 cm, then V(z+d) = 322 cm sec-1 and

ad -0. 065t = 6.45

A reasonable error in the sensor height measurement would be + 1 cm and
for z0 , ± 0. 1 cm, which results in a 0.21%1 error in V* due to the error
in d and a 2. 1% error in V* due to the uncertainty in z 0 . The surface
roughness may be estimated from wind measurement at two levels in the
adiabatic surface layer as

In zo = ln(z+D) - d ln(z+D)/d In V(z+d) (1.4)

where D = d + z0,. Using the previous conditions and selecting a sec-
ond height of z + d = 200 cm where V(z+d) = 371 cm sec' and assuming a 17%
error in the wind speed measurement at the 200 cm height, the error in
the z0 estimate is + 0.5 cm, increasing the er.or in Vý to 107%. The
point is that a reasonable error in wind speed of 1%0 at only one level re-
sults in an error of 0. 5 cm in zo and thus an error of 10%1 in the deter-
mination of V" from the wind profile. The corre-
sponding error in T0 is about 20% which then influences the error in the
aerodynamic estimates of the sensible and latent heat flux densities.

The relationships often used tor estimating the aerodynamic heat flux
densitie% based on the exchange coefficient hypothesis (Sutton, 1953),
are

Q = - Pc pKhof (1. 5a)

where Qo is the sensible heat flux density (ly sec' 1 ), cp the heat
capacity of the air (calories gm-lK- 1 ), Kh the eddy diffusivity for heat
(cm 2sec-1) and 0' the potential temperature gradient (K cm-1),

Eo -ptK q' (I. 5b)
e
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where Eo is the lel•nt heat fiux density (ly sec-1), t the latent heat
of vaporization for water (cal gn- 1 ), Ke the eddy diffusivity for moist-
ure (cm2 sec- 1 ), and q' is the specific humidity gradient (gin H2O per
gm air cm-l), and

To= pK V1 (1.5c)

where To is the surface stress (dynes cm-21 due to the wind, Km is
the eddy diffusivity for momentum (cm2 sec- ), and VI is the wine
shear (sec- 1).

If V', 6' and Q' are determined at the same height above the sur-
face layer and To is knowi, then Q0 can be determined as

Qo = -c To0e'V'I (I.6a)p

utilizing (l. 5a) and (I.5c) and the assumption that YhKm 1= . Assum-
ing that KeK&- = 1, then Eo can be determined as

E0 = -LT 0 q'V'- 1  (1.6b)

The dependence of the aerodynamic method for determining Qo
and Eo on To means that the determination of To from wind speed
and temperature profiles requires that the surface roughness and dis-
placement height be determined as carefully as possible.

2. Theoretical Approach to Profile Structure

Utilizing wind speed measurements at several heights in the sur-
face layer to determine zo, the surface roughness, by (1.4), shows that
the z0 estimate decreases with height under lapse conditions and in-
creases with height under inversion conditions (Lettau, 1966). The air
temperature profile must be measured along with the wind profile when
determining z0 so that the influence of stability on the wind speed profile
may be included to obtain a most nearly correct estimate of the surface
roughness.

The theoretical approach to the profile structure used to determine
z0 and d is based on the Monin-Obukov (1954) definition of a non-
dimensional wind shear or Lettau's (1962) diabatic influence function

S= k(z+z 0 )V'V,-I. (2. 1)

Integration of (2. 1) with respect to height yields
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V z+d dz
f dV =V k . (2 +d
0z+z 0 +d (

Letting I = 1 + 1 - 1, substitution in (2.2) and integration with respect
to height gives

z+d -
V(z+d) = V k {ln[(z+d+zo)/Zo] + f (ý-l)(z+dz o ) &dzJ. (2.3)

0

An integral diabatic influence function 0 was introduced by Lettau (1962)
as

z+d -

1D Jz (_-1)(z+d+z 0 ) dz (2.4)
0

which, by substitution in (2. 3), yields

, -1
V(z+d) = V k (ln[(z+d+z 0 )/zo] + D}. (2.5)

From the KEYPS model (Kazansky and Monin, 1956), (Ellison, 1957),
(Yamamoto, 1959), (Panofsky, et al., 1960), (Sellers, 1962), for the
atmospheric surface layer we have that

RI = (I - ý-4)B-1 (2.6)

where RI is the flux Richardson number defined as
-1

RI = KhK RI.i (2.7)
h m-

and the gradient Richardson number Ri is defined as
-1 -2

Ri gT O'V' (2.8)
m

where g is the acceleration of gravity (cm sec-2 ) and Tm is the mean
temperature (deg K) of the surface layer. The measurement of Ri does
not involve height but only height differences between measurement
levels.

Utilizing (I. 5a), (1. 5c), (2.7), (2.8) and the equation of state for
air, P = p RdTm where P = pressure, p = air density (gin cm- 3 ), and
Rd = gas constant for dry air, one obtains

- l Rd-1 :

RI = -gk c RPIQoV (z+d+z 0 ). (2.9)
pd

The definition of the surface layer is that Q0 and V are constant
with height above the surface, so the substitution of
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L-I ;Id- I - V*-3
L gk c R PQ 0 V (2.10)

p d

may be made in Eq. (2.9) where L is the Lettau-Obukov-Monin (LOM)
length scale of turbulence (Neumann, 1964), and considered constant
with height in the surface layer.

Substituting (2.6) and (2. 10) into (2. 9), one obtains

0(1--4 )B-1 = - (z+d+z 0 )L- . (2.11)

Ri may be determined at the height z + d + zo from windspeed
and air temperature profiles. Then

L- K K Ri(z+d+zo)-1 (2.12)hm K 11o -1/2
may be determined assuming that either KhKm may be 1 or
(Stearns, 1967). In the first case

L- = Ri(z+d+zo) (2.13)

with Ri = (l-p )B , or for the second case

L- 1 1/2Ri(z+d+z)-I1 (2.14)

with Ri = i/2 (0•-4)B-1.

Solving (2.8) for 0' and utilizing (2. 12) the potential temperature
profile may be expressed as

0 - 0o = -T {ln[(z+d+zo)/zo] + 0T) (2.15)

where 0 is the potential temperature (deg K) at the height z + d, and
00 is the potential temperature (deg K) at z0 with T*-=Tmk-lc lRdP-IQOV*-l

and constant in the surface layer. 'T is the integral diabatic influence
function for the temperature profile. If KhKm-1 = 1, then 4T = 0. If
KhKm- 1 = -/2, then

S z+d 3 /2 _ l)(z+d+zo)- 1 dz (2.16)

0

Solving (2.11) for (z+d+zo), one obtains

z + d + z0 = - (I--)B- L. (2.17)

Logarithmic differentiation of (2. 17) with respect to height yields
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dz (1d. (2.18)
z+d+zo €(l--4)4

The substitution of (2. 18) into (2.4) and along with the appropriate
changes in the limits of integration (4 ; 1 at z + d = 0), gives

0= f 1)(1+ 30- d,4) d (2.19)
1 0(1_-44 )

and If K = -1/, then (2.16) becomes

= f 4 (43/2-I)(1+3 44)dý (2.20)1 4(1-4)

which now relate P and DT to only one parameter 4.

The nondimensional wind profile curvature may be expressed by the
Deacon number DEU as

DEU = - a In V'/a ln(z+d+z 0 ). (2.21)

Logarithmic differentiation of (2. 1) and (2. 11) with respect to Cie log-
arithm of height and substitution into (2. 21) yields DEU as

DEU = 4 -4(1+3-4) I . (2.22)

Similarly, logarithmic differentiation of (2. 8) with respect to the logarithm
of height yields the nondimensional potential temperature profile curvature
DET as

DET = 2 DEU - a In Ri/a ln(z+d+z 0 ). (2.23)

If KhK = I then from (2.6) and (2.7)
hm

DET = DEU. (2.24)
-1K~m -1/2 te

DEI.__TT 1 I. 5 DEU - 0.5. (2.25)

In summary, for any value of ý we can define KhKm as either 1
or -I/2. Then DEU, DET, RI, Ri, 4P, OT and L- may be determined
from 4) and heiqht where necessary, and are presented in Table 2. 1 for
several values of 4.
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3. Theoretical Approach to the Minimizing Procedure

Surface roughness and displacement are determined such that the
error squares on wind speed are a minimum. Using (2.5), let

* -1

E.i = VI -Vk [ln(zi+d+zo) - lnzo + D (3.1)

where ci is the error between the measured wind speed at the height
z + d indexed by i, and the theoretical wind speed at the same height
using estimated values of d and z0 .

The least squares method (Lettau, 1957; Robinson, 1961) requires
that E 2 be a minimum Where n is the number of measurement levels.

I- I
The conditions for a minimum are that

n
-0(z C ) = 0 (3.2)

I-- 11

and
n

:iZ ) = 0. (3.3)
imI

Both conditions must be fulfilled and may be used as a criterion for deter-
mining successive approximations to d and z0 .

To facilitate the notation let

Zi = ln(zi+d+zo)- In zo + 0' " (3.4)

Then (3.3) becomes
n

-k1  -1  n ,-
V k =n V (3.5)

and
n n

1 i= V k zi] (3.6)

n
The condition that Z 0. be a minimum with respect to z0 is ful-

filled when i=l

n -1 8Z. Iav * -2 8Zi 2 av
GZ= Z (-V k V, -- k- V.Z, +V k- Z -+Vk Z. ),,O

i=l i az0 az0 I 1 (3.7)
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n

Similarly, 2 e is a minimum with respect to d when
ju.l

nat_ * Z1~ 8Zi *
n - 1  * z-1 8V 2 _ - VGD- (-V k - ZV + V k Z- + V k -- Zz)-ODad ad ii lad

(3.8)

From (3.4)

azi _ 1 -1
- • [ln(z +d+z0 ) - in zo + ] (z +d+z o )- z- + t (3.9)az-- -" o • 8 Zo + oz-

From (2.19)

ai
1 ~ -1)(1 + 30g

4 ) 4 ,' 'ý4)- (3.10)

and from (2.11)

a.i -1 -1
az- *(1 - *t 4 )(i + 3 i )(zi+d+z-) (3.11)

Substitution of (3. 10), (3.11) and (2.11) in to (3.9) with cancellation
of terms yields

aZ (4i-1)(z +d+z 0) (3. 12)

(3.9) now becomes

z. -1 -1
1 = (zi+d+zo) - zo • (3.13)

az 0  11i

Similarly it may be shown that

azi -1

ad ( P(zi+d+z°) " (3.14)

Then, from (3. 5), we have that

•v- n 8Z.
n V, ki Z- (3. 15)

T;o _0i zoi=l z

and
• n aZ.av -12 n OZ-d = n z V, k -2 (3.16)id d1

it, 4
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GZ may be evaluated by substituting (3. 13) and (3. 15) into f3.7)
and GD by substituting (3. 14) and (3. 16) into (3. 8).

The method used for making successive approximations to z0 and
d is the rule of false position (Courant, 1937). If Eni, iz has a mini-

mum with respect to zo or d then a-j E• 1 n . or8zo 1=1 o

a En f. will pass through zero at the value of z0 or d whereTd i-1

i~l E1 is a minimum. Given two initial guesses to z0 , z 0 (1) and

z0 (2), respectively then, according to the rule of false position, an
approximation to z0 would be

zo (3) zo 0()GZ(2) - zo(2)GZ(l) (3.17)
GZ(2) - GZ(1)

where GZ(1) is evaluated by (3.7) utilizing zo(1) and d(l), the initial
estimate of d. GZ(2) is evaluated similarly with zo (2), the next guess
at zo, and d(l). A tolerance check may be made by the difference
zo (3) - zo (2). If the difference is not small enough, then another ap-
proximation may be made to zo by replacing zo (1) with zo (2),
GZ(1) with GZ(2), z0 (2) with zo(3) and evaluating (3.7) to obtain
GZ(2) still with the initial estimate of d, d(l). If the tolerance
zo (3) - zo (2) is acceptable, then zo (2) is a sufficiently accurate
approximation to zo. If not, then the cycle may be continued until the
desired tolerance on zo is reached. For the greatest efficiency the two
initial guesses at z0 should be selected so that the value of zo which

results in c ,E being a minimum is between the two initial guesses.

The value of z0 within the desired tolerance which results in EnlE
being a minimum for the value of d(1) selected on the first estimate i

of d is now used in (3.8) along with d(1) to determine GD(l). The
second initial guess at d, d(2), is used above to determine another ap-
proximation of z0 which is used in (3.8) to determine GD(2). Then a
third estimate is made on d as

d(3) d ()GD(2) - d(Z)GD(1) (3.18)
GD(2) - GD(1)

A tolerance check is also made on d by d(3) - d(2) which, if it is as
small as desired, gives a value of d, z0 , and V * based on the con-
dition that (3. 6) is a minimum value. If the tolerance on d is not met
then the cycle may be continued by replacement as was done in deter-
mining zo until the desired tolerance on the estimation of d is
fulfilled.

L:
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The minimizing of the error squares on wind speed was programmed
for computer solution. An example of the iterative steps required for the
solution of one wind and temperature profile is given in Table 3. 1.
Figure 3. 1 outlines the steps in the computer program for determining
z0 and d.

Figure 3.2 presents i=l i and V as a function of d and z0.

Table 3, 1. Example of the iterative steps used in determining the
values of the displacement height (d, cm) and surface roughness
(z0 , cm) which give a minimum error squares fit on wind speed.
GD is the slope of the error squares with respect to displacement
height and GZ is the slope with respect to the surface roughness.
The minimum error squares is when both GD and GZ are zero. The
initial values of displacement height and surface roughness used to
start the iterative process are not included.

d GD z0  GZ

1.93 19.64 2.28 112.7
2.32 10.7
2.33 0.1

2.46 4.24 2.5C 56.4
2.52 7.9
2.53 0.1

2.43 -0.28 2.55 9.32
2.56 1.38

2.47 -1.30 2.57 4.4
2.57 0.7

1.96 -1.42 2.49 -25.1
2.48 -3.3
2.48 0.1

2.14 0.80 2.49 0.6
2.24 0.28 2.51 6.3

2.52 0.9
2.19 -0.27 2.51 -1.27
2.22 0.39 2.52 1.14
2.21 -0.33 2.51 -0.4
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............2-P

i~l i=l
as a function of displacement height (d, cm) and surface rough-

ness (z0 , cm) illustrating the importance of a selected value for
d and z0 on the resulting value of V*. The best value of
d, zo and V* is accepted by the computer program as the
point where n C is a minimum.
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4. Results

The computer program was used to determine the surface roughness
and displacement height for 30 mln mean wind and temperature profiles
utilizing three separate masts and five levels on each mast to a height
of 160 cm. Tri-e profiles were collected at Davis, California during the
U.S. Army Cooperative Field Trials, April-May, 1967. Jones, et al.
(1965) describes the field site. The profile measurements made by the
Department of Meteorology, University of Wisconzin, are described by
Stearns and Dabberdt (1968).

628 profiles were recorded with 423 providing z0 and d deter-
mination assuming KhKm'I = I and 422 assuming KhKm- = rl/Z.
Table 4. 1 presents the mean surface roughness and displacement height
for each day, the standard deviation and the number of samples. The
profiles were rejected by the computer program when I d+zo I > lowest
level or more than 20 iterations were required to determine d. The re-
jected profiles generally were taken in the early morning before sunrise
with light winds and an inversion, or cduring the transition between lapse
and inversion conditions. There were occasionally inconsistent estimates
of z0 and d which are included in the daily means and standard devia-
tions. The profile measurements extended to 320 cm btt utilizing levels
above 160 cm reduced the number of solved profiles and generally those
solved resulted in z0 and d estimates which changed with the number
of levels used.

5. Conclusions

The inability to determine z0 and d for all profiles, the occasional
erratic estimates of z0 and d, and the frequent dependence of z0 and
d on the number of measurement levels used raises doubts about both the
vertical extent of the surface layer and the assumption that the profile
structure is in equilibrium with the surface over which the air is moving.
The study by Fredericks (Section 2, above) of the velocity divergence be-
tween the three masts indicates that at the 160 cm level and above
divergences of the order of 10-3 sec-1 may be expected which implies
that L is no longer constant with heigrht. The interrelationship between
the profile structure and the divergence of velocity should be pursued as
a possible explanation for some of the discrepancies in the zo and d
estimates.

The measurement levels used at Davis, California were 20, 40, 80,
120, 160, 200, 240, 280 and 320 cm. A more appropriate arrangement
would have been 20, 40, 60, 80, 100, 120, 14U, 160 and 180 cm which
is as close together as the particular type of anemometer used could be
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placed. The reason for the closer spacing is that more anemometers could
safely be assumed within the surface layer and thus more levels would be
available for determining z0 and d, and the desired measurement of the
surface stress by the wind and temperature profile.

Those profiles should be selected for determining z0 and d which
do not show a dependence on the number of measurement levels and are not
accompanied by large divergences. The values of z0 and d obtained
could then be used for all other profiles to determine the wind stress and
the aerodynamic. estimates of sensible and latent heat flux densities.

A criterion needs to be established for determining the height of the
surface layer within a desired tolerance on surface stress so that theories
on the diabatic surface layer structure are not applied to heights abo a
the surface where the theory will be invalid. Many discrepancies in data
and variance in theories may be due to using profile data which is not in
the surface layer or not in equilibrium with the surface.
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THERMO-TIDAL WINDS IN AN EQUIVALENT BAROTROPIC

BOUNDARY LAYER

Kenneth P. MacKay, Jr.

ABSTRACT:

Two models of the diurnal wind oscillatibn in an equiv-
alent barotropic boundary layer over large-scale terrain slope
are extended. Comparison of the wind response in Lettauts
thermo-tidal model with analysis of data from the Great Plains
Turbulence Field Program suggests that, as a first approxima-
tion, the geostrophic forcing function can be described as
having a first harmonic amplitude which decreases exponentially
with height and a phase hour which decreases linearly with
height.

Holton's thermal forcing model is extended to include the
effects of latitude variation. Comparison of observed and com-
puted wind response indicate that Holton's extended model
does not duplicate the observed first harmonic phase relation-
ships adequately. It is suggested that Holton's model can
also be described as a thermo-tidal model.

Possible avenues of further investigation are suggested.

1. Introduction

Lettau (1964, 1968) and Holton (1967) have attempted to explain the
low-level jet, which has been documented over the Great Plains in con-
nection with a diurnal wind oscillation providing a super-geostrophic
maximum at a height of about 500 m above ground, sometime between
midnight and sunrise. Both models describe the oscillation as being
caused by the diurnal heating cycle over the large-scale terrain slope
from the Rockies to the Mississippi River.
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Lettau (1964) has introduced the term "thermo-tidal" wind. He
reasons that the solar heating cycle over %loping terrain will produce
harmonic variations in the thermal wind. The form of the variations is
assumed known and used as a forcing function in the equations of
motion.

Holton attempts a slightly more general model. He incorporates,
in addition to the equations of motion, the thermodynamic energy equa-
tion. In a coordinate system with one axis tangent to the sloping ground
surface these equations are coupled. He then prescribes the form of the
oscillating heating function and employs this as his forcing function.

This report will investigate extensions of both of these models. The
response of the wind to forms of the geostrophic forcing function in an
equivalent barotropic atmosphere not considered by Lettau will be given.
Holtonts model, which as presented in his 1967 paper is strictly appli-
cable only at 30' latitude, will be extended to other latitudes.

2. Wind Response to Diurnally Oscillating Pressure Gradient Forcing

Lettau (1964), (]968) has introduced the term thermo-tidal wind to
describe wind oscillations caused by the solar forcing function and of
large enough scale so that the Coi-iolis acceleration is significant. In
his 1964 paper, Lettau solved the equations of motion for the component
parallei to the geostrophic wind in an equivalent barotropic boundary
layer. The solution was later supplemented by MacKay to the cross-
isobaric component of the real wind (see Lettau, 1968). In the following,
the structure of the pressure gradient force will be described in terms of
the geostrophic wind, and the thermo-tidal model will be extended to
include diverse mathematical forms of the geostrophic forcing function.

It is assumed that: (a) the eddy viscosity K is constant with height
and time, (b) inertial accelerations of the wind are neglibible, and
(c) that conditions for an equivalent barotropic boundary layer hold at all
times during the cycle, or geostrophic motion has the same direction at
all heights and times. With these assumptions, the equation of horizontal
motion in complex vector notation is:

S+ifQ- KQ" = - f V (2.1)
g

where Q = u + iv, and the v component of the wind is parallel to the
geostrophic wind while the u component is 900 to the right. A raised
dot indicates partial differentiation with respect to time, a prime differ-
entiation with respect to height, and i = qI-. The geostrophic wind

iwt -iwt
Vg = V(z) + V I(z)(e + e ), and the form of Q is assumed to be



151

iwt -iwtQ = Q(z) + Q, (z)e + Q2 (z)e where w is the angular rotation rate
of the earth. Substitution of the expansions of Vg and Q into (2. 1)
results in three ordinary differential equations for Q, Q, and Q2 :

K"-ifQ fV

KQ" - i(f +w)Q1 = fVj (2.2)

KQ2 " - i(f-w)Q2 = fV .

The bouadary conditions are Q(O) = Q, (0) = Q2 (0) = 0 and Q(oo) V(c),
Q, (oo) = V, (oo) and Qz (oc) = V, (oo).

If now the real velocities u and v are to be written as

u u + ul cos wt + u2 sin wt
(2. 3a)

v = v + v, cos wt + v2 sin wt,

it follows that

u = RE(Q) v = IM(Q)

ul = RE(Q,+Q 2 ) v- IM(Q 1 +Q2 ) (2.3b)

uZ ,C-IM(Q1 -Q 2 ) V2 =RE(Q 1 -Q 2 )

All that remains is to define the vertical structure of the components of
the daily-mean geostrophic wind V and its diurnal amplitude V1 .

Figure 2. la illustrates the response of the mean wind to a constant
geostrophic wind, corresponding to the classic Ekman solution for a
barotropic boundary layer. Figure 2. lb presents the response to a mean
geostrophic wind decreasing linearly with height, a depiction of the
Sverdrup-He sselberg (1915) solution in an equivalent barotropic bound-
ary layer. Figure 2. Ic shows the response to a mean geostrophic wind
decreasing exponentially with height (L. Mahrt, 1969, unpublished
master's thesis, University of Wisconsin). The results of harmonic
analysis of data taken during the Sixth General Observation Period of
the Great Plains Turbulence Field Program (Lettau and Davidson, 1957),
is depicted in Fig. 2. Ic.

In Fig. 2. 2 the responses of the diurnally oscillating component of
the real wind to diverse forms of the periodic component of the geostro-
phic wind are shown. Figures 2. 2a, b present the Lettau-MacKay solu-
tion for a geostrophic wind constant (2. 2a) or decreasing linearly (2. 2b)
with ieight. With V, = Vgj + zVtj the components can be described
analytically as
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parallel to mean geostrophic wind direction. Dashed lines indi-
cate mean geostrophic wind profile.
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The upper sign applies for latitudes poleward of 300, the lower sign for
latitudes equatorward. For a geostrophic wind constant with height,
Vt1 = 0. The parameters are 9 = z, K z 1 a + w/f and P2 = 1- W/fl.

Figure 2.2c illustrates the response for a geostrophic wind in which
the amplitude and hour of maximum both decrease linearly with height.
Figure 2. 2d, e present cases in which the amplitude decredses exponen-
tially with height, while the phase hour is constant with height (2. 2d) or
decreases linearly with height (2. 2e). For the latter cast, if
Vgj = 2Vie-ay cos(wt + by), the expressions for Q, and Q2 are:

QV, (aib)y - (+ia
(a'-b')-i(Z.ab+az) e a_

(2.5)

Qz V, eb ) e- (a+ib)y e- (I_+ i)P lQz= (a z-•) + i(2ab• eP )-

where y = niV'2 and a and b are arbitrary constants.

Figure 2. 2f presents the results of harmonic analysis of the two-
hourly representative wind data taken during the Great Plains Turbulence
Field Program twenty-four hour period beginning at 0636 CST, 31 August
1953 (Lettau and Davidson, 1957). Comparison of Figs.2. 2e and f, and
comparison of theoretica] hodographs with those from the same O'Neill
data, suggest that as a first approximation, the structure of the first
harmonic of the geostrophic wind can be described by an amplitude which
decreases exponentially with height and a phase constant which decreases
linearly with height.

3. Wind Response to Diurnaljl Oscýllatipn Thermal Forcing

Holton (i967) has considered thermal forcing of the diurnal oscilla-
tion of wind over sloping terrain. For details of the development, the
reader is referred to Holton's paper, however his derivation is briefly
summarized below.

The conventional coordinate system in which x increases eastward,
y northward and z increases vertically is replaced by an (x, y, Q) system
in which X is tangent to the ground surface and ý is normal to the ground.
The thermodynamic energy equation incorporates a heating function which
is the sum of an eddy diffusion term and a radiation term. The three
equations of motion, the continuity equation and a defining equation for
potential temperature complete the set of equations.
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The six equations are then nondimensionalized so that the depend-
ent variables are of the order unity. The dependent variables are the
three nondimrensional wind components and nondimensional perturbation
pressure, density and potential temperature. The vertical equation of
motion, the equation of continuity and the defining equation for poten-
tial temperature are used to eliminate pressure, density and vertica.
velocity, reducing the equations to the two horizontal equations of mo-
tion and the thermodynamic energy equations:

au V V - (vg - ) sin + aU (3.1)at

v+U = (3.2)

at

a.o u si a 2o
at + C - aj + H(0r-0). (3.3)

The boundary conditions are:

u=v=0 and 0=0 at 0=0 and
r (3.4)

u,0*-O and v-•vg as -oo.

The heating cycle is approximated by that of the radiation temperature

O 0r (0)e (cos t-')

Up to this point, the above analysis does not deviate from Holton's.
However, Holton then states, "Now t* = t/f where f = 2ws in (latitude)
so that if we evaluate f at 300 N latitude we may write

0 = 0 (O)e- cos t

This simplification restricts the validity of Holton's further development
to 30*N latitude. If, however, we introduce the nondimensional
parameter w = •/f we may with more generality write

0r r ( cos Pt (3.6)

it
While Holton considers solutions of the form u = u + RE[u 1 (Q)e ] and
similar foms for v and 0, the coriesponding forms of the solutions
are now:
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A~ t
u = u(h) + RE[u1 (,)et]

V = v(h) + RE[v ()et] (3.7)

9 = ;(h) + RE[o, (;)eit].

Substituting (3. 7) into (3.1), (3. 2) and (3. 3), combining to eliminate
u and 0, and separating the mean and time varying parts of the equations,
we obtain two equations in • and v, of sixth order. The differential
equation for • and its solution are given by Holton. We can write the
equation in v, as follows:

[6 a44 a22 Hsn8(0)e-
f(O)v =[D +aD +aD + av sin -h

4 2 6 r

where Dn o
c,,n

The expression for v, is then,

4 -s.ý
v, " PO Z D.e J, (3.8)

where
H sin 4 r(°

0 6 f(1)

and

I f(1)H-+ (I-S')(1-S) j /k/I
D,=- 5/)' _

I (S )(S 1 2_< j, k,l_< 4

In Table 1, the constants in (3.8) and the expressions for u1 and 01

are compared for the two derivations. Holton notes that the amplitudes
of the diurnally varying components depend only on a, 6, H and
sin ý, 0 r(0)/6; in this analysis the additional parameter P is important.

The expressions for u,, v, and 01 are quite complicated and there-
fore graphical presentations of the results may he preferable. Figures
3. 1 and 3. 2 show the amplitude and phase relationships of the harmon-
ically varying component of the forcing function (-81 sin 4/6) for ten-
degree increments of latitude from 100 N to 600 N. For direct comparison,
the parameters other than p have been given the same values as in

Fmm~rn
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TABLE 1

A. Definition of parameters common to both derivations.

= slope of ground = tan-1 ()dh

6 = ratio of scale height of atmosphere to horizontal scale of motion L

c = stability parameter

H = heating parameter

C6=

a = (3a+3- H2)/3

b = (-2H3 + 9Ha - 18H)/27

b b2  a 1/3
2 4 27

x =A+B

x4 = 1[-(A+B) + -3(A-B)j

B. Comparison of expressions differing in the two derivations

Holton MacKay

4 -S 4 S
l PO Z (S~-i)D.e JP L (S.2i)DeJ

oj=1  i 0 j=1 j

4 -S 6 4 -S
__ P Z [(S -i) 2 +1]D.e j )_p'[(Sz-ip) 2 +1]De j

sinj 0 j=l n1 0j=I 3

a0 ai (H+ip)(P2 -1) - Bai

a2  a - 2H+ 2Hi a -3P+I+z2H~i

a4  -(H+3i) - (H + 3pi)

f(1) (a-H+1) + i(2H-3-a) (a-H-3p2 + 2 + H(P2 -1)

+ ip[2H-3-a+(P2 -i)]

S, II

3.2<j54 [x+H/3+i1/2 [x + H/3 + i3] l/2

J J J

K •:t . .
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Holton's presentation. Thus H = 1; a = 0.5 corresponding to an iso-

thermal atmosphere over a terrain slope of 1/400 and sink0r(O) . 1
6

corresponding to a radiation temperature amplitude of 8. 50 C and a
scale velocity of 10 m sec-1.

Equatorward of 300 it appears that the forcing function can be
roughly described as having an amplitude that decreases exponentially
with height, with tho time of maximum increasing linearly with height
and at the surface lagging by twelve hours the time of maximum tem-
perature. At latitudes 30* and poleward, the amplitude seems to de-
crease exponentially up to about , = 1. 6, to remain constant to about

4. 0 and to decrease linearly thereafter. At the surface, the time
of maximum lags by } hrs the time of maximum temperature and remains
constant to about , = 0. 8, and decreases with height thereafter, more
quickly in the lower layers than the upper. Poleward of 30' the slope
of the phase hour with height is greater than equatorward of 300 .

Figures 3. 3 and 3.4 present the calculated response of the wind to
the forcing function depicted in Figs. 3. 1 and 3. 2. The amplitude pro-
files are of a jet type, comparing favorably with those observed during
the night of August 31 at ONeill, Nebraska, with one important excep-
tiorn, the maximum of cross isobaric wind component, u, is larger than
observed and occurs at a lower level than the component of the real wind
parallel to the geostrophic wind. The phase relationships predicted by
Fig. 3.4 do not conform with observations at O'Neill in two important
respects: the time of maximum v component is predicted to occur only
4 nrs after the time of maximum surface temperature, or approximately
near sunset, and the phase constant of the oscillation is nearly con-
stant with height. Observations at O'Neill suggest that the maxilnmum
v component at 100 m lags the surface temperature by about 10.5 hrs
and that the winds in the upper layers lead those near the surface.

4. Discussion

At first it appears that there is a conflict between the development
in Section 2 and Holton's development outlined in Section 3. Holton
states, "We note that the amplitudes U, V, and 0' (ul, v, and 01) of
the diurnally periodic component... are independent of the geostrophic
wind speed." The development of Section 2 on the other hand specifies
the geostrophic wind as the drivinq force for the oscillations,;. A closer
comparison of the two derivations resolves some of the apparent
conflict.
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The terms which act as the forcing functions in the two models are
-fVg (Eq. (Z. 1)), in the thermo-tidal model and -(vg-0 sinO/6) (Eq.
(3. 1)) in Holton's model. In expanded form, the forcing functions are
respectively

Vg V (z) + V (z) cos[wt + b(z)],
and a 0 slný/6 = [v _ O siM s]nq- Ie1 cos[Pt+ (r)]

where

01 = 0lR + i li

Iei2 - e2 +62l
lR li

tan 6 = ol/0lR.

The term (E sinO/6) enters through the nondimensionalization of the
pressure gradient term in the equation of motion, and expresses the influ-
ence of the ground slope on the oscillation of the pressure gradient force.
Tne form of the forcing t, -!tlon in Holton's model is related to the geo-
strophic wind through the uiermal wind equation. Thus it is suggested
that both derivations discussed here can be described as thermo-tidal
models.

Both models assume that conditions hold for an equivalent barotropic
atmosphere and that the eddy viscosity is a constant in time and height.

Bonner (196,) shows that many cases of low-level jet stream develop-
ment in the Central United States occur with pressure patterns such that
the mean geostrophic wind is from a southwesterly direction. The thermo-
tidal model suggests that the diurnal heating cycle will produce north-
south oscillations of the thermal wind vector, indicating a baroclinic
boundary layer. Closed solutions have been found extending the model
developed in Section - to such a baroclinic atmosphere and will be
reported later.

In order to generalize the models to the case of eddy viscosity vary-
ing in time and height, it may be useful to attempt modeling on an analog-
digital hybrid computer. In this manner, complicated forms of eddy vis-
cosity which would be awkward to handle mathematically could be
employed.

Each model as presented here ieaves something to be desired. it
would be more satisfying if the forcing function in Lettads model (Sec. 2)
were derived from some form of the thermodynamic energy equation.

S.. . . . ..L•-- • | • I ' • " . , | ' I 'm I | ~ r''-r - ' .. .*
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However, in Holdon's derivation, which is somewhat more general, the
phase relationships predicted for the wind response differ in important
respects from those observed. Perhaps if a more exact heating function
were used, the predicted and observed phase relationships would conform
more closely.

Further extensions of the thermo-tidal model might include attempting
to include change of terrain slope in the east-west direction. It is pos-
sible that this extension would help explain the velocity concentration
near the middle of the slope from the Rockies to the Mississippi
(see Hoecker, 1963).
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NOTE ON AERODYNAMIC ROUGHNESS-PARAMETER ESTIMATION

ON THE BASIS OF ROUGHNESS-ELEMENT DESCRIPTION

H. Lettau
Department of Meteorology

University of Wisconsin at Madison

ABSTRACT:

Independent of wind profile analysis, the estimation of
the aerodynamic roughness parameter (z0 ) of the land/air
interface (or, of a micrometeorological site) has previously
been based on formulas which relate z0 empirically to only
one descriptive characteristic such as average vertical extent (h;)
of the individual roughness element. It is demonstrated that
more realistic estimates are obtained by consideration of two
additional characteristics of the average obstacle; namely,
one scaling factor for the average individual form drag (that is,
the silhouette area, s) and another scalinq factor for the area
distribution (that is, the lot area, S). The simple formula,
z0 = 0. 5 h:s/S, is proposed which is deri'ed essentially from
results of systematic out-of-doors wind profile modification
experiments (under control of surface roughness, along the
fetch upwind of an anemometer mast, by distilibuting, at vari-
ous area density, severil hundred easily handled obstacles,
such as commercial bushel baskets, on the origindlly very
smooth ice surface of Lake Mendota). The above "bushel
basket formula" for z0 is applied ,n an estimate of natural and
man-made constituents of aerodynamic roughness at the test
site near Davis, California, for the two w-eks period of a
cooperative micrometeorological field experiment (sponsored in
Spring of 1967, by the U.S. Army Activity at Fort Huachuca,
Arizona), during which there were torty pieces of equipment
(including towers, masts, instrument stands, etc.) distributed
over about 4000 m2 of a short-grass field. It is shown that the
equipment contributed probably a significant fraction to the
"natural" z0 -value.

163
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1. Introductory Remarks

It is not difficult to estimate fairly accurately, without detailed
numerical analysis the aerodynamic roughness parameter (z 0 , cm) at a
new micrometeorological site, after an anemometer mast has been in-
stalled and the first wind-profile data plot on semilogarithmic graphs

can be inspected. More challenging is the problem to estimate a z 0 -
value strictly based on a visual site survey and exclusively using a
yardstick and metric measurements to describe the characteristic rough-
ness elements. Recently I found myself challenged in this respect
after having responded to an invitation for a brief visit at Davis,
California during one day of the two-weeks period in Spring of 1967,
when the U.S. Army sponsored micrometeorological cooperative field
experiment was in progress. The real challenge was that the well
known experimental field site surrounding the unique subterranean
Davis lysimeter at that time was dotted by an unusual number of instru-
ment stands, masts, and towers brought to the site by the various par-
ticipating groups. It occurred to me to ask if it would be possible to
separate a z0 -value due to the original grass cover from that due to
the various pieces of equipment at the site. It appeared that during
the days of the experiment the effective overall aerodyr amic roughness
parameter of the field might have been larger than before and after. To
answer this question some results of systematic micrometeorological
research conducted previously at the University of Wisconsin, in the
form of controlled roughness modification experiments on the ice of
Lake Mendota, proved useful, as shall be shown below.

The determination of the roughness parameter with the aid of
measured wind profile data is also not without problems even when all
instrumental errors are properly eliminated by anemometer matching and
calibration. The problem arises from the fact that the true reference
level of a logarithmic law (or its supplemented form for diabatic surface
layers), is not a priori known, so that the determination of a "zero-
plane displacement" is required in addition to z 0 . Occasionally there

appears some confusion in the literature concerning these two lengths.
To clarify the difference let it again be stated that z 0 is, ideally, an
absolutely fixed surface characteristic )f the site, whereas the zero-

plane displacement is the corrective height increment between the mathe-

matically defined zero level of a mathematical model of the wind profile

and the arbitrary datum level from which anemometer heights are
measured (usually the physical ground surface at th , drbitrary point
just beneath the vertical array of anemometers, without conýideration

of ground structure upwind of this point). An objective method for the

simultaneous derivation of the two length parameters was developed

and applied by Lettau (1957), later adapted by Robinson (1962) for

machine computation, and more recently extended by Stearns (unpublished)
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to include the consideration of diabatic effects. The Lake Mendota ex-
periments in Wisconsin, however, served readily to clarify the funda-
mental difference between the two length parameters experimentally.
While z0 could be artificially increased by obstacle layouts, the
displacement length could be controlled independently by raising the
entire mast array of anemometers vertically by a known height incre-
ment. It follows that z0 must be invariant with respect to vertical
mast positions, while the zero plane displacement must vary by ex-
actly the same amount as the mast assembly was moved.

2. Roughness Paraxmeter Formulas

For a recent summary of pertinent University of Wisconsin work,
see Lettau (1967a), which is a reference article dealing with general
problems of micrometeorological control in out-of-doors experiments,
including a discussion of Kutzbach's (1961) e. periments on wind pro-
file modification by fields of bushel baskets (several hundreds of them)
laid out, and withdrawn systematically, on the ice of Lake Mendota.
With such deliberate roughness modification upwind of an aneriometer
mast, the roughness parameter along about 50 m wind fetch was made
to vary in a controlled fashion between limits of about 0. 01 and nearly
10 cm. The results of these experiments were combined with conven-
tional wind tunnel data concerning the aerodynamic drag properties of
air foils due to rivet heads, etc. ; see Schlichting (1965), or corre-
sponding fluid dynamics texts. In a slight simplification of Kutzbach's
results, I proposed the following version of the relationship:

z- = 0.5 h s/S (1)

where h: = average vertical extent, or effective obstacle height (cm),
s = silhouette area (cm2 ) of the average obstacle, or area (measured
in the vertical-crosswind- lateral plane) "seen" by the wind in the ap-
proach towards one characteristic individual obstacle, and S = specific
area, or lot area (cm2 ) measured in the horizontal plane or, on the
plane described by the local average earth/air interface; if n = total
number of roughness elements (or obstacles) on a site of total area A
(cm2 ), it follows that S = A/n. It can be suggested that the numerical
factor of 0.5 in Eq. (1) corresponds to the average drag coefficient of
the characteristic individual obstacle of silhouette area s. For a rela-
tively large variety of S-values, with an additional relatively small and
supplementary control of h" and s, Kutzbach's "bushel basket" ex-
periments demonstrated that Eq. (1) produces z0 -estimates which agree
normally within about + 25% with the results of detailed analysis of
measured wind profiles.



166

Equation (1) differs significantly from formulas employed previously
in the meteorological literature; reference may be made to the summary
in Sellers (1965, p. 150) showing 'hat various author3 employed relation-
ships of the form

log z0 = log a + b log h"; or, z0 = a h*b (2)

where a and b are empirical constants (of which b is a number).
Sellers (1965, p. 151) states that Tanner, Pelton, Kung and others have
suggested b-values between 0.99 and 1.42. If h* is plant height in a
field, the relationship (2) is claimed to express z0 quite adequately.

Obviously, the appearance of only one metric parameter (h*) is re-
strictive. To exemplify the practical verification of the two different z0 -
formulas, let us first consider Eq. (2); Table 1 summarizes z0 -predictions,
including the ratio h/z 0 , if the results of a regression equation derived
by E. Kung (1963) is used, as referenced by Sellers (1965, p. 151).

Table 1. Estimated roughness length z0 , for a systematic variation of h*
in Eq. (2) (corresponding approximately to heights of listed types of ob-
stacles), and resulting ratio h*/zo if z0 = 0.058 h- 1* 19.

h (cm) Obstacle Type z0 (cm) h'/zp

1000 Forest trees, houses 214 5
100 FPeld crops, tall grasses 13.8 7
10 Lower grasses, weeds 0.80 11
1 Bare soils 0, 058 17
0. 1 Sand flats 0.0036 V7

Obviously, Eq. (2) fails to predict any differences in z0 if one com-
pares two sites on which roughness elements of the same h*-value occur
in significantly different spatial distribution. For example, consider a uni-
form class of sizable roughness elements and two reference areas, of 600 m
each, on the same ice-covered lake, and assume that one is dotted by 500
roughness elements (which means relatively close spacing, or a lot area
of S = 1.2 mi2 ) while there are only 50 roughness elements of the same type
on the other (which means a more generous lot area of S = 12 m2 ). Accord-
ing to Eq. (1), the area where S = 1. 2 m will have a z0 -value ten times
as large as the area where S = 12 m2 . However, Eq. (2) would predict the
same z 0 -value as long as ho remains the same, unless there is independent
justification for a change in the constants a or b. In another example,
let us think of two, three or more distinct types or classes of roughness
elements which coexist randomly on one site, each class having their
characteristic but different h"-values but also different shape as well as
lot area adjusted just so that each produces the same z0 -value when
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considered separately. Here again, Eq. (2) would produce different
and probably wrong results. Table 2 summarizes two examples of t"--
first type, and one example of the second type.

Table 2. Estimates of roughness length z0 employing Eq. (1) for .-wo
cases of equal obstacle type with different lot areas, and one case of
coexisting three different obstacle classes as well as lot areas, but
distributed such that the aerodynamic roughness length is the same.

Obstacle Type, Class h (cm) s( S(m2) zn(cm) h*/z,

Bushel baskets on 1230 0.12 0.15 200
Lake Ice3 1.2 1.5 20

Houses of city, "slum" 500 50 100 125 4
versus "suburban" 1000 12.5 40

Sand grains 0.1 1.10-6 2. 10-6 0.025 4
Rocks and pebbles 10 0.01 2. 0 0.025 40
Barchan dunes 250 20 1 • 105 0.025 104

The first case described in Table 2 corresponds closely to some of
Kutzbach's Lake Mendota experiments mentioned before. The z0 -value
of the undisturbed ice surface was slightly less than 0.015 cm. Hence,
Eq. (1) in combination with the data shown in Table 2 would suggest
that for less than about five bushel baskets per 600 min, or a lot area in
excess of 120 M2 , the micro-structure of the ice would be the dominating
roughness. This is a very natural limit condition which demonstrates
that beyond a certain lower threshold value of area density we cannot
speak any more of the sLatistical action of roughness elements but must
consider the individual air flow around each obstacle separately. The
condition is comparable with the statistical statement, that one tree
per square mile is not a forest, but with more than about 1000 trees per
square mile we certainly can speak of a forest.

The second case in Table 2 is a self-suggestive extrapolation of the
bushel basket experiment, contrasting geometrical]y similar large rough-
ness elements as houses in residential areas of the older type with the
ampler suburban spread due to larger lot areas, thus explaining the
"slum" as the rougher neighborhood. The third case illustrates an ap-
plication of Eq. (1) tc conditions that correspond rather realistically
to those which Professor Stearns and myself encountered in the Peruvian
desert during a University of Wisconsin expedition devoted to micro-
and mesometeorological studies of wind erosion; reference is made to

Lettau (1967b, p. 12). IL can be added that the wind profile structure
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in this desert suggested an "observed" z0 -value of 0. 02 cm; see Lettau
(1967a, p. 12). The highly intriguing results of equal z 0 -contribution by
obstacles ranging from grains to massive dunes (that is, a range of h*
over four powers of ten) may be possible due to the fact that this desert
is certainly wind-formed as evidenced by the perfect crescent shape of
the barchans, which range in crest height from about 0. 5 m to 5 m;
reference can be made to Hastenrath (1967). The silhouette area of these
dunes was described by K. and H. Lettau (1969).

An independent testing of Eq. (1) was recently reported by Weller
(1968, p. 68) concerning the aerodynamic rough.aess parameter at a micro-
meteorological site on an antarctic inland-ice plateau near Mawson.
According to Weller, the typical cusped blue ice surface was character-
ized by obstacle heights, silhouette areas, and lot areas as follows:

h = 2 cm; s = 5 cm2, S = 25 cm2 ,

whereupon Eq. (1) predicts z 0  0. 2 cm. Weller evaluated wind profile
data at this station and found a "measured" value of z0 = 0. 23 cm,
which seems to be in fair agreement with the prediction.

3. Site Roughness Increase Due to Micrometeorological Equipment

Let us return now to the specific problem of the aerodynamic rough-
ness length for the site of the micrometeorological cooperative field ex-
periment at Davis, California. On the day of my visit (29 April, 1967),
I estimated for the grass cover the following characteristics:

h* = 10 cm;, s = 4 cmz; S = 16 cm2 ,

whereupon Eq. (1) predicts z0  .,.25 cm. Incidentally, if mowing of
the grass would reduce h:" by, oet's say, about 30%, the silhouette
area would be reduced by the s .ne amount or less, while the lot area
remains unaltered; the effect %& )uld be an approximate reduction of z0
by about 50%.

A visual impression was that perhaps the assembled instrument masts
and stands contributed just as much to the effective aerodynamical iough-
ness of the site as the difference between the unmowed and mown grass.
In the area of about A = 4000 mZi, I counted o total number of forty
(n = 40) distinct "obstacles"; in other words, each individual instrument
mast, stand, tower, etc., occupied on the average a lot area of about
A/n = S = 100 m2 . According to the results of bushel basket experiments
discussed in connection with Table 2, this S-value could be critical,
depending on the other two characteristics h`:: and s. Since ther-e was no
measurement activity on that day, I walked from instrument stand to



169

instrument stand and estimated, with the aid of a yardstick, each
height (hl) as well as silhouette area (s). The latter estimate was
problematic, since the metric evaluation should have been weighted
by the aerodynamic quality of the instrument stand, or its form-drag
coefficient. This was seen to be especially important for those pro-
file masts which were reasonably slender but supported by an intri-
cate system of guy wires. The results, summarized in Table 3, can
be taken only as indicating orders of magnitude; a deliberate attempt
was made to remain on the conservative side in the judgment of indi-
vidual silhouette areas.

Table 3. Results of estimates of characteristic height (h*) and sil-
houette area (s) of the total of 40 instrument masts and stands on the
area (about 4000 mi ) of the micrometeorological field experiment at
Davis, California, on 29 April 1967.

Class Average Class Average
Range of h*(cm) Number of h* (cm) of s (mz)

< 16 5 10 0.008
16 - 50 8 40 0.070
51 - 200 10 120 0.140

201 - 400 11 300 0.350
401 - 800 5 600 0.600

> 800 1 1500 1.500

Weighted Mean: 240 0.25

According to Table 3 and the size of the area (A = 4000 mzi), the follow-
ing data set characterizes the aerodynamic roughness properties of the
site instrumentation during the cooperative field experiments at Davis:,

h" = 240 cm; s = 0.25 mi; S = 100 m,

whereupon Eq. (1) yields z0 = 0.3 cm. This may represent an under-
estimate because guy wire resistances were not considered as factors
in determining the effective silhouette area for wind drag. If Eq. (2)
would be applied with the numerical coefficients as specified in the
caption of Table 1, the result would be z0 = 41 cm for h"' = 240 cm
which obviously is an entirely unrealistic value.

Before I departed from California on 30 April 1967, I wrotu, down the
results and some brief comments including those presented in this sec-
tion. It was very much appreciated that the field coordinator took good
care of the manuscript and its immediate distribution in mimeographed
form among the participants under the title "Essay on the aerodynamic

-I
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roughness of the site of the 'MiMeEx1 at Davis, Ckaliornia, 1967."
Comprehensive analyses of the large amount of profile data in connection
with detailed measurements of boundary fluxes are still in progress. But
it can be mentioned that Professor C. Stearns (who was at Davis in charge
of the University of Wisconsin group responsible for wind profile measure-
ments, which had been achieved with the aid of three identical anemometer
masts forming a site-circumscribing triangle) informed me that'ýneasured"
z0 -values varied within the limits of 0. 8 to 1. 4 cm during the duration of
the experiment. This "a posteriori" overall resull appears to be in satis-
factory agreement with the "a priog ' estimate made without the benefit of
profile analysis. More detail will be reported by Professor Stearns in a
forthcoming paper.

4. Conclusions

Equation (1) can only be uced when the obstacle field is of sufficient
extent in the upwind direction of an anemometer mast. This condition is,
of course, not satisfied in the above particular application where the
anemometer mast itself is assumed to act as a roughness element, while
other masts will be in an upwind position only for certain wind directions.
At distances beyond a few hundred meters, the Davis site is surrounded
by substanlial obstacles to air flow, like lines of trees; a consideration
of their effects should be incorporated in a more detailed study. The
question remains whether the z0 -value due to the supplementary equipment
on the site should be algebraically added to the original z0 of the natural
grass cover, or should the composite z0 value be caiculated as a weighted
mean between the two individual contributions. This question could perhaps
be clarified by a new sot of controlled micrometeorological out-of-doors
experiments employing two distinct classes of roughness elements, dt vaiy-
ing absolute and relative area densities, on the same field. Recalling that
in the US system of dry measures, I bushel (equivalent to 35. 2 liters)
equals 64 pints, the proposed new experiments could consist of inter-
mingling "bushel baskets" with "pint baskets." It may be concluded that
a combined "bushel and pint basket foirmuli" for aerodynamical roughness
may be useful for expressing th@ quality o1 a site as a micrometeorological
test area. Furthermore, roughness parameter estimates could be made more
securely than before, for any continental area for which topography and
land use are defined. Knowledge of the z0 value, in combinaton witn a
given over-all horizontal pressurc gradient, would yield the surface-Rossby
number and, subhequently, a, shown by I -ttau (1962), vwi the geostrophic
drag coefficient an estimctu of the surface shearing stress as well as
energy ciis,-ipatimo in, Wce itninspheric boundary layer.
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THE SURFACE HEAT BUDGET OF THE PAMPA DE LA JOYA, PERU

Charles R. Stearns
Department of Meteorology

The University of Wisconsin at Madison

ABSTRACT:

The surface heat budget for the absolutely dry soil of the
Pampa de La Joya, Peru, a portion of the Altacama Desert,
was determined for three round-the-clock periods in July,
1964. The diurnal variations are described by the mean value,
and amplitude and phase angle of the first three harmonics.
The measurements include global insolation, net radiation,
soil heat flux density, sensible heat flux density, surface
temperature and air temperature at 20, 40, 80, 160 and 320 cm.
The instruments used are described, and an estimate of the
errors in measurement is made for each.

1. Introduction

During July 1964, a micrometeorological field program in the Pampa
de La Joya, Peru, was inauguiated by H. H. Lettau and supported by
the Center for Climatic Research, Department of Meteorology, University
of Wisconsin. The primary purpose of the expedition was to study the
dynamics of the air flow which cause the migration of the crescentic
sand dunes, commonly called barchans, present on the Pampa de La
Joya. Finkel [1], Hastenrath [2], and H. and K. Lettau [3] have
described tha barchans in detail. Lettau [4] has discussed certain
aspects of the local circulation and dune migration.

The western coast of South America, about 5 deg S to 30 deg S lati-
tude between the Pacific Ocean and the Andes Mountains, is the Alta-
cama desert, one of the world's most arid regions. La Joya is located
at 16 deg 44 min S latitude and 71 deg 51 min W longitude between
Mollendo and Arequipa as shown in Figure 1. The area shown in
Fig. 2 is part of the Pampa de La Joya indicating the barchan field and
the location of the barchan "Finkel 26" which was the camp site for
the expedition. The character of the desert area where the measure
ments were made may be seen in Fig. 3.
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Fig. 3. Barchan in the area of "Finkel 26" showing the general
character of the desert surface.
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The purpose of this paper is to analyze the diurnal variation of
heat budget constituents and related measurements in an absolutely dry
climate, thus to increase the available surface heat budget data in a
meteorologically neglected but interesting area.

2. Theory of the Surface Heat Budget

The heat budget at the air-soil interface may be represented by the
equation

RO = S 0 + Q0 +E 0 + P0

where Re = net radiative heat flux density (ly/min), So = soil heat flux
density (ly/min), Q0 = sensible heat flux density to the air (ly/min),
E0 = latent heat flux density to the air (ly/min), and P0 = heat flux den-
sity required for photo chemical reactions. The subscript 0 refers to the
surface. The lack of soil moisture, rainfall and condensation on the
Pampa de La Joya, apparent in the absence of plant growth, allows the
assumption that P0 = 0 and E0 = 0. The heat budget equation then
reduces to the extreme desert-type heat budget in the form

R0 = S0 + Q0 . (2)

The three terms are generally positive during the daytime and negative
during nighttime.

The sensible heat flux density to the air may be related to the gradient
of potential temperature E' and an eddy diffusivity for heat Kh in the
following form:-

Q0 = - pcp K h0 (3)

where p is the air density (gm cm- 3 ), cp is the specific heat per unit
mass for air (cal gm-l K-I), Kh is the eddy diffusivity for heat (cm2 sec-1 )
and 0& is the vertical potential temperature gradient in the air (K cm- 1 ).
The assumptions made are that the flux of sensible heat is directly pro-
portional to the potential temperature gradient in the air, and that there
is no divergence of sensible heat in and below the air layer where the
potential temperature gradient is measured.

3. Measurements and Instrumentation

The micrometeorological measurements made on the Pampa de La
Joya, Peru, included the soil heat flux density at -0.5 cm, extrapolated
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surface temperature at -0. 1 cm, net radiation, and air temperature at
five levels. A detailed description of the measurements system is given
by Stearns [5].

"he soil heat flux density was measured by a microscope slide
"flux plate" with 100 thermocouple junctions acoss the plate. The
flux plate was calibrated "in situ" by the soil temperature integral
method assuming a volumetric heat capacity of 0. 286 cal cm- 3 deg
C-1 for the desert sand (Stearns [6]).

Net radiation was measured by a modified Suomi-Kuhn [7] shielded
net radiometer (Fig. 4) and a Suomi [8] ventilated net radiometer. The
ventilated radiometer was calibrated by shading, against an Eppley
pyranometer, but the ventilated radiometer was not operating properly
prior to July 12, 1964, so only the shielded radiometer data were avail-
able from July 8 to July 12, 1964. Figure 5 is a comparison between
the two radiometers. For the heat budget calculations, the shielded
radiometer was corrected to the ventilated radiometer according to
Figure 5 in order to have radiation data for the period July 8 to July 12,1964 (Stearns [5]).

An estimate of the soil surface temperature was made by extrapolat-
ing the -0.5, -2.0, and -5.0 cm temperature to -0. 1 cm using
Lagrange's method of fitting a parabola through three points in order to
predict the fourth. The actual equation used was

T-0.1 = 1.48 T0.5 -0.555 T_2.0 + 0.74 T_5.0 (4)

where T is temperature (deg C) and the subscript indicates the depth
of the temperature used or estimated. Commencing July 12, 1964, an
independent estimate of the soil surface temperature was obtained by
a nickel-wire resistance thermometer restinq on the soil surface. A
comparison between the resistance thermometer temperature and the
extrapolated soil temperature is shown in Fig. 6. When the surface
temperature was changing rapidly, the. extrapolated surface tempera-
ture lagged about two deg C behind the, resistance thermometer tempera-
ture (Stearns [5j).

The air temperature profile differences were measured by 10 junc-
tion thermopiles between height intervdL, of 20 to 40, 40 to 80, 80 to
160, and 160 to 320 cm. The thermopiles wýere ventilated at about 5
mps and shielded from solar radiation. The absolute reference tem-
perature was measured by a IN-2326 diode thermometer checked
occasionally during recording against a rrercury-in-glass thermometer
(Stearns [5]).
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The data were recorded at one-minute intervals on a 24 point Honey-
well Electronic Recorder of 0 to 2. 5 my range, read from the charts
directly to punch cards by a chart reader, and then processed by elec-
tronic computer.

4. Results

The data yielded estimates of Ro and So at one-minute intervals
with Q0 determined from Eq. (2) as Q0 = R0 - So. Figure 7 presents
a diurnal cycle of 10 min mean values of R0 , So and Q0 . The slight
dip in So and increase in Q0 at about 1200 on July 11, 1964, was
associated with a sharp increase in the wind speed at 320 cm from
about 400 cm sec-1 to 700 cm sec-l as shown in Fig. 8. The decredse
in soil surface temperature and increase in the 20 cm air temperature at
the same time may be seen in Fig. 9.

The air temperature at 5 levels, heat budget and surface temperature
were analyzed harmonically and the results are given in Table 1 for three
diurnal periods on the Pampa de La Joya, Peru. Periods were selected
so that the available data was nearly continuous with some interpolation
necessary during the nighttime. The differences between the three
diurnal periods for the mean values, and amplitudes and phase angles of
the first and second harmonics are negligible. The skyremainedfree of clouds.

An examination of the diurnal period means of the air temperature
profile reveals a minimum value at about 80 to 100 cm. Figure 10 illus-
trates six hour mean potential air temperatures and potential air tempera-
ture gradients for July 11, 1964 where the six hour means are taken over
periods of time that are clearly lapse or inversion. The presence of the
minimum in the mean diurnal potential air temperature profile is a good
illustration of the difficulties that would arise Ly applying Eq. (3) to
diurnal periods where the potential temperature gradient is determined at
some distance from the surface. Figure 10 shows that, as one approaches
the surface, the eddy diffusivity for heat approaches a value nearly con-
stant for the diurnal period at about 400 cm2 sec- 1 at a height of 28. 2
cm. Equation (3) could then be applied to the mean diurnal gradient of
potential air temperature, but only at a height where it is already known
that the eddy diffusivity for heat is constant during the diurnal period.

5. Accuracy

The use of only one set of instruments makes it difficult to estimate
the accuracy of the measurements. Figure 4 shows that the two net
radiation instruments were not in the same plane and it could be that
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Table 1. The results of the harmonic analysis of data collected during three diurnal periods on the Pampa de La Joya, Peru during July,
1964. The harrronic analysis was done on 144 points for the diurnal period each con.istlng of the mean value of 10 one minute samples.
The first three harmonics represented more than 98 percent of the variance in the data., The sensible heat flux density Q. is determined
as R0 - So and the surface temperature To is not the radiative temperature uf ýhe desert surface. Phase is givea In radians and the

data may be reconstructeu, for example, by the series A(t) = AO + n An cos(nwt - en) where A(t) is the value at time t in hrs from

local midn.ght, A is the mean value for the diurnal periodp An is the amplitude of the n harmonic, w = 2,r/24 is the angular velocity
(radians/hr) and an is the phase angle of the n harmonic in radians.

Diurnal Period First Harmonic Second Harmonic Third Harmonic
Period Mean Amplitude Phase Amplitude Phase Amplitude Phase

RS Solar Radiation I 0 339 0.560 3. 142 0.292 0.099 0.054 2.940
(ly min

1
) !I 0.339 0.557 3.142 0.289 6.268 0.055 3.044

III 0.332 0.543 3.142 0.279 0.099 0.053 3.215

R, Net Padiation I 0.066 0.303 3.050 0.182 6.235 0.057 3.065
(lymin"

1
) II 0.069 0.299 3.052 0.179 6.232 0.052 3.220

11 01061 0.288 3. 055 0. 176 6.236 0.053 3.241

SO -0.5 cm I 0.001 0.139 2.700 0.087 5.857 0.014 2.671
Soil heat flux density II -0.004 0.138 2.658 0.082 5.772 0.019 2.050
(ly min"

1
) III n.002 0.140 2: 724 0.082 5.839 0.022 2.169

Q0  Sensible heat flux density I 0.065 0.175 3.286 0.106 0.320 0. C46 3.226
(Iymin-

1
) 11 0.073 0.180 3.350 0.112 0.277 0.048 3.595

111 0.059 u. 163 3.337 0.105 0.259 0.047 3.667

T, -0. 1 1 19.40 20.54 3.462 9.17 0.276 0.78 3.365
Soil temperatuth II 18.57 20.53 3.370 8.82 0.153 1.69 2.436
(deg C) 1II 19.67 21.70 3.400 9.55 0.266 1.83 2.874

r20 20cm I 14.56 8.76 3.675 2.58 3.180 0.96 0.432
Air temperature II 14.79 10.69 3.421 3.21 3.100 1.19 1.611

(deg C) III 15.39 10.18 3.571 2.62 3.506 1.08 1.020

T 40cm 1 14.40 8.30 3.695 2.36 3.152 1.03 0.424
40 Air temperature 11 14.60 9.54 3.423 2.96 3. 060 1.24 1. 553

(deg C) III 15.29 9.70 3.580 2.42 3.480 1.12 1.035

T 80cm 1 14.33 7.79 3.714 2.17 3.055 1.09 0.44f.
Air temperature II 14.48 8.92 3.426 2.75 2.990 1.26 1.513

(deg C) I1I ,5.27 9.11 3.591 2.23 3.437 1.12 1.028

Ti1 0 160cm 1 14.32 7.28 3.744 2.03 3.151 1.09 0.412
Air tempeiature II 14.54 8.30 3.436 2.70 2.910 1.21 1.486
(deg C) Iii 15.44 8.47 3.613 2.20 3.372 1.10 ).990

T320 320cm 1 14.72 6.38 3.775 2.09 3.012 1.09 0.589
2Ar temperature II 15.05 7.16 3.493 2.99 2.800 1.00 1. 385

(deg C) I1l 16.16 7.18 3.669 2.45 2.994 1.08 0.820

I Diurnal period beginning 0940 EST July 9, 1964
II Diurnal peri-,d beginn.ng 1800 EST July 10, 1964

III Diurnal period beginr.ng 1800 EST July 11, 1964
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neither instrument was truly horizontal. The use of an Eppley
pyranometer as the radiation standard immediately introduces an
uncertainty of 4_ 5%6 in the calibration of the instrument. The cosine
response of the pyranometer is poor at sun elevation angles of less
than 30 deg, so calibrations of the net radiometers were done within
two hours of solar noon. The pyranometer, ventilated net radiometer
and shielded net radiometer were shaded from the solar beam at nearly
the same time as seen in Fig. 5 with the value of the solar beam deter-
mined by the pyranometer. The net radiation is thus probably known
to + 5% with an uncertainty of + 0. 02 ly min"1 in the zero point based
on the value of the sensible heat flux density at the time the potential
air temperature gradient was zero. The soil heat flux density error is
of the order of + 4% (Stearns, [6]). The error in the extrapolated -0. 1
cm soil temperature will depend upon the rate at which the soil tem-
perature is changing and at best represented the temperature of the
lower part of the sand grains and not the radiative temperature of the
sand surface. The error in the zero of the sensible heat flux density
is approximately_+ 0.02 ly min-! with an uncertainty of + 5% in the
amplitude which is related to the Eppley pyranometer calibration.

The air temperature gradient was recorded to + 0. 025 deg C, but
the standard deviation of a 10 min sample was often of the order of 0. 1
deg C. The differences from one level to the next should be within
+ 0. 025 deg C, but as to wh6ther this represents the air temperature
at the nominal height, is open to question. The 80 cm air temperature
seems occasionally to be in error relative to 40 and 160 cm, but it was
not possible to correcc the data and the discrepancy is of the order of
+ 0.10 deg C.

6. Conclusions and Future Plans

The excessive dryness and low thermal admittance of the soil
(Stearns [6]), result in relatively extreme sensible heat flux density to
the air with peak values of 0. 4 ly min- 1 . The small surface roughness
of about 0. 02 cm (Stearns [5]) contributes to large air-to-surface tem-
perature differences of as much as 20 deg C. Large flux densities of
sensible heat to the air coupled with the smooth surface leads to ex-
tremes in the vertical gradients of air temperature and wind speed near
the surface. The resulting negatively large Richardson numbers permit
conclusions on the ratio of the eddy diffusivity for heat to the eddy
diffusivity for momentum aad thus on profile structure in the surface
layer. These results will be presented in the future.
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The reliability of the diurnal wind variation in the surface layers
combined with the regularity of the diurnal heat budget and the low
surface roughness makes the area ideal for the study of diabatic wind
and temperature profile structure in the surface layer.

The Peruvian Government plans to irrigate parts of the Pampa de
La Joya. It will be of interest to determine how the heat budget and
associated parameters reported above may be changed by the proposed
modification of the desert surface.
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